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Abstract - Cyberbullying is a growing digital threat that exploits online platforms to harm individuals, which can take place on 

social media, messaging environments, gaming, and mobile phones. Cyberbullying can result in deep psychiatric and emotional 

illnesses for those affected. Henceforth, there is a crucial necessity to develop an automated model for cyberbullying detection. 

Detecting cyberbullying is very challenging, due to the occurrence of complete affective content, which is also frequently 

sarcastic, and multimodal, such as audio, text, and image. Presently, Deep Learning (DL) techniques have attained extraordinary 

achievements in numerous tasks and are employed for the detection of cyberbullying for multimodal data. This paper presents 

the Multi-Layer Perceptron and Feature Extraction for Detecting Bullying in Multimodal Content (MLPFE-DBMMC) technique. 

The MLPFE-DBMMC technique aims to develop an effective multimodal cyberbullying detection framework by leveraging 

audio, textual, and visual inputs to recognize and identify harmful behaviour. Initially, the preprocessing stage is performed in 

multimodal formats such as image, audio, and text. For image preprocessing, the anisotropic diffusion method is employed for 

noise removal. The stationary wavelet transform-based noise removal is applied in the audio preprocessing. Moreover, the text 

preprocessing stage involves various levels such as lower case, tokenization, removal of stopwords, and stemming. For the 

feature extraction process, the MLPFE-DBMMC model implements the Contrastive Language-Image Pre-Training (CLIP) 

method for image, VGGish-based audio, and the generative pre-training-2 (GPT-2) technique is employed for text. After feature 

extraction from the multimodal data, output features of size (3672, 512) for images, (3672, 128) for audio, and (3672, 768) for 

text are obtained. Three multimodal features are fused via concatenation for final classification. The MLPFE-DBMMC model 

implements the correlation alignment loss (CORAL) multi-layer perceptron technique for the multimodal cyberbullying detection 

process. Finally, the improved artificial rabbit’s optimization (IARO)-based hyperparameter tuning is performed to enhance the 

detection outcomes. A wide range of experiments of the MLPFE-DBMMC approach is performed under the MultiBully dataset. 

The comparison study of the MLPFE-DBMMC approach portrayed a superior accuracy value of 94.44% over existing 

techniques. 

Keywords - Multimodal; Bullying Detection, Multi-Layer Perceptron, Improved Artificial Rabbits Optimization, Contrastive 

Language-Image Pre-Training. 

1. Introduction  
Social media platforms are now deeply ingrained in daily 

lives. However, their rapid expansion online has unfortunately 

coincided with the rise in cyberbullying. While social media 

platforms can facilitate connections between people who share 

common ideas and interests, they also present risks for 

susceptible individuals by exposing them to harmful elements 

within cyberspace [1]. The misuse of social media has fuelled 

a surge in online violence, generating extensive user-

generated data, such as text, speech, videos, images, and 

multimodal information. Bullying is an adverse societal issue 

that is escalating rapidly [2]. Generally, bullying behaviour is 

classified according to action, the environment, the visibility 

(overt and covert), its mode (direct as well as indirect), the 

damage caused (psychological and physical), and the 

environment where an event or situation takes place [3]. 

Multimodal cyberbullying is a social behaviour of bullying in 

digital environments, carried out subtly through direct or 

indirect ways that inflict both immediate and lasting emotional 

damage [4]. The continuity, reach, and rapid impact of such 

actions make cyberbullying more harmful than in-person 

bullying, leading to severe emotional health and wellness 
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http://creativecommons.org/licenses/by-nc-nd/4.0/
mailto:ammayesuraja75@gmail.com


I. Anand Raj et al. / IJETT, 74(2), 266-279, 2026 

 

267 

challenges to victims and leaving them feeling completely 

defeated [5]. Cyberbullying often leads to heightened 

emotional disorders, diminished self-esteem, frustration, 

depression, escalated rage, social isolation, and, in certain 

instances, the emergence of aggressive or suicidal tendencies. 

Technologies enable the bullies to remain unidentified, 

difficult to locate, and shielded from direct accountability [6]. 

To those targeted, cyberbullying appears intrusive and 

endless. Considering the emotional and psychological strain it 

causes, there is an urgent need to implement effective 

mechanisms to recognize and counter it. Scholars globally are 

striving to create innovative solutions to identify multimodal 

cyberbullying, address it, and minimize its occurrence across 

social media [7]. Advanced analytical techniques and 

computational frameworks are utilized for accurate 

assessment, examination, and representation in detecting 

multimodal cyberbullying. Over the past years, machine 

learning (ML) models have demonstrated excellent outcomes 

in identifying patterns of bullying behaviour. A few developed 

methods employ conventional supervised learning capabilities 

of logistic regression, naive Bayes, and support vector 

machines, among others [8]. These traditional techniques 

utilize statistical models to recognize patterns in the data. 

Simultaneously, they need to select and extract related 

bullying behaviour features from labelled data. To identify 

offensive or bullying information from the data, traditional 

methods leverage A Natural Language Processing (NLP) 

method for analyzing the text [9]. Even though it has 

capabilities, this method falls short in processing extensive 

data and extracting intricate features from it. To address these 

limitations, DL, a subfield of ML, is applied [10]. The DL 

technique enables automated feature extraction, which allows 

it to process extensive datasets and capture complex features 

from images or textual data. Compared to traditional models, 

DL methods function well with enhanced performances and 

recognition abilities of multimodal cyberbullying incidents 

[11]. 

This paper presents a Multi-Layer Perceptron and Feature 

Extraction for Detecting Bullying in Multimodal Content 

(MLPFE-DBMMC) technique. The MLPFE-DBMMC 

technique aims to develop an effective multimodal 

cyberbullying detection framework by leveraging audio, 

textual, and visual inputs to recognize violence accurately. 

Thbehaviour. The performance is performed in multimodal 

formats such as image, audio, and text. For image 

preprocessing, the anisotropic diffusion method is employed 

for noise removal. The stationary wavelet transform-based 

noise removal is applied in the audio preprocessing. 

Moreover, the text preprocessing stage involves various levels 

such as lower case, tokenization, removal of stopwords, and 

stemming. For the feature extraction process, the MLPFE-

DBMMC model implements the Contrastive Language-Image 

Pre-training (CLIP) method for image, VGGish-based audio, 

and the Generative Pre-Training-2 (GPT-2) technique is 

employed for text. After feature extraction from the 

multimodal data, output features of size (3672, 512) for 

images, (3672, 128) for audio, and (3672, 768) for text are 

obtained. Three multimodal features are fused via 

concatenation for final classification. The MLPFE-DBMMC 

model implements the Correlation Alignment Loss (CORAL) 

multi-layer perceptron technique for the multimodal 

cyberbullying detection process. Finally, the Improved 

Artificial Rabbit’s Optimization (IARO)-based 

hyperparameter tuning procedure is executed to enhance the 

detection outcomes. A wide range of experiments of the 

MLPFE-DBMMC approach is performed under the 

MultiBully dataset. 

2. Related Works on Bullying Detection  
Singh and Sharma [12] presented a technique for 

identifying social network cyberbullying through several 

processes. Data collection is the primary step, where the data 

is gathered using images, texts, videos, and audio. At first, text 

data is preprocessed through lemmatization, tokenization, 

spell correction, stemming, and PoS tagging techniques. 

Following that, preprocessing takes place, feature extraction 

is performed by Glove modelling and Log Term Frequency-

Based Modified Inverse Class Frequency (LTF-MICF), and a 

Convolutional Dense Capsule Network (Conv_DCapNet) 

method is used for feature extraction. Mondol et al. [13] 

introduced an advanced Artificial Intelligence (AI)-driven 

approach for identifying and stopping cyberbullying among 

different social networks employing a multi-class 

classification method. Tackling the increasing intricacy and 

linguistic diversity of online violence, the study combines 

several ML and DL models. Singh and Sharma [14] proposed 

the hybrid model and Multimodality Decision Fusion 

Classifier (MMDFC) technique. Numerous necessary 

modalities are primarily collected from data. Then, the 

collected data is passed to a multimodal generation model, in 

which each modality is produced individually for each input. 

At first, the text modality is made through a hybrid 

Bidirectional LSTM-based Attention Hierarchical Capsule 

Network (BiLSTM-AHCNet). 

Al-Khasawneh et al. [6] proposed a multimodal 

cyberbullying detection framework that integrates images, 

videos, comments, and temporal data using a Hierarchical 

Attention Network (HAN) model. Wang et al. [15] suggested 

a multi-stage BERT fusion architecture. It employs 

hierarchical embeddings, dual attention mechanisms, and 

additional features to enhance the recognition of 

cyberbullying content. This architecture integrates BERT 

embeddings. Kahate and Raut [16] presented a DL model to 

address cyberbullying incidents through social media analysis, 

identifying and mitigating harmful content and supporting 

affected individuals. Initially, this system gathers tweets 

posted by consumers, captures metadata, and examines 

language features for training an LSTM-based CNN, which 

helps in tweets prefiltering. The filtered tweets are passed 
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using an NLP engine that helps identify sentiments from texts. 

Sentiment data and word embedding abilities are utilized for 

detection. Samee et al. [17] introduced the incorporation of 

emotional features, word embeddings, and Federated 

Learning (FL) models to overcome the difficulties of 

centralized data processing and users' privacy issues. Word 

embeddings extract contextual information and semantic 

relations, allowing for a more detailed understanding of text 

data. FL, a decentralized learning model, provides compelling 

solutions to centralize sensitive user information for training 

among distributed devices, maintaining privacy while 

utilizing collective intelligence. 

3. Methodological Approach 
In this manuscript, a novel MLPFE-DBMMC approach is 

proposed. The MLPFE-DBMMC model aims to develop an 

effective multimodal bullying detection framework by 

leveraging visual, audio, and textual inputs to identify and 

classify harmful behaviour precisely. For this purpose, the 

MLPFE-DBMMC model has input data preparation, a 

multimodal feature extraction layer, classification via 

CORAL-MLP, and model enhancement via fine-tuning. 

Figure 1 indicates the entire working flow of the MLPFE-

DBMMC model. 

 

Fig. 1 Entire workflow of MLPFE-DBMMC model 
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3.1. Algorithm: Multimodal Cyberbullying Detection using 

MLPFE-DBMMC Technique 

Algorithm 1 describes the steps involved in the MLPFE-

DBMMC model, capturing the preprocessing, feature 

extraction, fusion, classification, and optimization stages. 

Algorithm 1: MLPFE-DBMMC technique 

Input: 

 Multimodal dataset comprising image, audio, and text. 

Output: 

 Predicted output ∈ {bullying, non-bullying} 

Step 1: Preprocessing 

1.1. Image Preprocessing 

 Apply anisotropic diffusion filtering to eliminate noise. 

1.2. Audio Preprocessing 

 Apply Stationary Wavelet Transform (SWT) for 

denoising. 

1.3.Text Preprocessing 

 Convert to lowercase → Tokenize → Remove 

stopwords → Apply stemming. 

Step 2: Feature Extraction 

2.1. Image Feature Extraction 

For each preprocessed image: 

 Extract feature vector by utilizing CLIP → Output dim: 

(512) 

2.2. Audio Feature Extraction 

For each denoised audio: 

 Extract feature vector using VGGish → Output dim: 

(128) 

2.3. Text Feature Extraction 

For each preprocessed text: 

 Extract feature vector using GPT-2 → Output dim: 

(768) 

Step 3: Feature Fusion 

For each sample: 

 Concatenate features → Final shape: (1408) 

 Stack all → Form feature matrix 

Step 4: Classification using CORAL-MLP 

4.1. Network Architecture 

 Input layer: 1408 neurons 

 Hidden layers: Dense + ReLU + Dropout (rate = 0.3) 

 Output layer: Softmax for binary classification 

 CORAL is integrated into the loss function to align 

domains and improve generalization. 

Step 5: Hyperparameter Optimization (IARO) 

5.1. Initialize IARO Parameters 

Populace size, maximum iteration, and fitness function 

based on validation accuracy. 

5.2. Optimization Process 

Repeat until convergence is reached: 

 Generate candidate solutions (network parameters) 

 Compute using the fitness function 

 Update positions of rabbits (solutions) based on IARO 

equations 

 Select the best candidate 

Step 6: Inference 

Use the optimized CORAL-MLP for predicting class 

labels: 

Return the output 

 

3.2. Stage I: Initial Processing Stage 

At the primary stage, the preprocessing phase is 

performed on multimodal data, such as image, audio, and text. 

For image preprocessing, the anisotropic diffusion model is 

applied for noise removal. The stationary wavelet transform-

based noise removal is used in audio preprocessing. The text 

preprocessing phase includes various levels, such as lower 

case, tokenization, stopwords removal, and stemming. 

3.2.1. Image Denoising via Anisotropic Diffusion 

An ADF filter assists in eliminating noise by maintaining 

boundaries and edges [18]. Unlike conventional isotropic 

filters, which smooth the complete image consistently, this 

model progressively fine-tunes the filtering procedure 

according to the image content.  

The basic concept behind ADF is to execute diffusion 

along with edges. In areas with stronger gradients (edges), it 

is smaller, which avoids extreme smoothing and maintains the 

edge data. In areas with lower gradients (smoother regions), 

the diffusion coefficient is largest, permitting additional 

smoothing to decrease noise. Accurately, the process of 

anisotropic diffusion is defined and upgrades the pixel values 

through iteration. 

𝜕𝐼𝑚

𝜕𝑛
= 𝑑𝑖𝑣(𝑐(𝑝, 𝑞, 𝑛)𝛻𝐼𝑚𝑜𝑟

𝜕𝐼𝑚

𝜕𝑛
= 𝑑𝑖𝑣(𝑐(|𝛻𝑚𝐼|)𝛻𝐼𝑚)    (1)    

Whereas 𝐼𝑚 denotes the input image, characterizing the 𝑖 
pixel intensities. 𝛻𝐼𝑚 denotes the spatial and image gradients 

concerning 𝑝 and 𝑞 coordinates. 
𝜕𝐼𝑚

𝜕𝑛
 signifies the changes in 

image intensity in time. 𝑑𝑖𝑣 denotes the divergence operator. 

It serves on the image gradient and estimates how the 

gradients are converging or diverging at every pixel. 𝑐(𝐼𝑚) 

denotes a function of diffusion coefficient (𝛻𝐼𝑚).  

The function 𝑐(𝐼𝑚) is an essential feature of anisotropic 

diffusion. In areas with stronger gradients, the diffusion 

coefficient is generally smaller and aids in maintaining sharper 

edges. On the other hand, in areas with lower gradients (for 

example, smoother regions), the diffusion coefficient is 

greater, permitting for smoothing to lower noise. 

3.2.2. Audio Signal Decomposition using SWT 

SWT provides various benefits in signal processing, 

including computational efficiency and processing non‐

stationary signals [19]. It maintains the new signal length at 

every wavelet scale, permitting 𝑎 ‘sparse impulsive 

representation’ in the wavelet domain. The time-frequency 

localization properties of SWT make it more robust against 
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noise than conventional Fourier transform methods. This 

presents increased opportunities for the separation of noise 

and signals. Unlike DWT, SWT shows translation invariance 

of the wavelet coefficients, thus improving its performance in 

signal analysis. SWT decomposes the signal into lower and 

higher frequency bands utilizing a series of filters. To 

decompose the signals into detail and approximate 

coefficients, the SWT uses Eqs. (3) and (4). 

𝐴𝑖(𝑡) = ∑ 𝐴𝑖−1
𝐿
𝑘=0 (𝑘)𝜑𝑖(𝑡 − 𝑘)                        (2)    

𝐷𝑖(𝑡) = ∑ 𝐴𝑖−1
𝐿
𝑘=0 (𝑟)𝜓𝑖(𝑡 − 𝑘)                        (3)      

Whereas the terms 𝐷𝑖(𝑡) and 𝐴𝑖(𝑡) characterize the detail 

and approximation coefficients, respectively. Where 𝐿 

signifies the filter length, the terms 𝜑𝑖(𝑡 − 𝑘) and 𝜓𝑖(𝑡 − 𝑘) 

indicate the lower pass and higher filters, respectively.  

3.2.3. Text Data Handling  

The preprocessing stage is implemented for processing 

the gathered data to enhance its value in classification [20]. In 

general, text data has multidimensional and unstructured 

patterns and requires a data cleaning procedure.  

Case Folding 

Case Folding is a procedure that normalizes text, 

including several uppercase and lowercase letters. A sample 

of a word before and after the case folding step: Tempat -> 

tempat and Tahun -> tahun. 

Tokenization 

It is a method where sentences are segmented into tokens 

or words. This stage is essential for text analysis as it 

transforms the unstructured text into a structured pattern that 

ML methods can more easily process. A sample of the 

tokenization procedure: 'tempat wisata yang sejuk dan 

menyenangkan’, turn out to be ‘tempat’, ‘wisata’, ‘yang’, 

‘sejuk’, ‘dan’, ‘menyenangkan’.  

Stopword Removal 

At the stopword removal phase, general words that are 

considered to have no meaning and, more frequently than not, 

appear in massive quantities in a content report should be 

cleared. For example: ‘dan,’ ‘atau,’ ‘yang,’ and others.  

Stemming 

It is applied for converting words to their base form. Here, 

the Sastrawi library, which contains a dictionary of Indonesian 

base words, is used. For example, the term 'menyenangkan’ 

becomes the root term ‘senang’. 

3.3. Stage II: Feature Representation Model 

For the feature extraction process, the MLPFE-DBMMC 

model utilizes CLIP for images, VGGish-based audio, and the 

GPT-2 method for text. 

3.3.1. Image Feature Encoding using CLIP  

CLIP method learning visual representation utilizing 

language supervision. Specifically, a batch of 𝑁 images is 

used to forecast the corresponding method by employing the 

input [21]. To accomplish this, the CLIP method utilizes a 

vision-encoded network 𝐸𝑖 for learning a visual representation 

and 𝐸𝑡 to learn a representation. Then, the CLIP method 

forecasts a similarity matrix 𝑆 ∈ ℝ𝑁×𝑁, Where Every row 

denotes the likelihoods of matching a single image to every 𝑁. 

This model is enhanced to increase the similarity score of 𝑁 

positive pairs and decrease the similarity score of 𝑁2 − 𝑁 

negative pairs. Figure 2 specifies the architecture of the CLIP 

method. 

 

Fig. 2 Architecture of the CLIP method 

The 𝐶 category, {1,2, … , 𝐶}, CLIP employs a pre-defined 

prompt, for example ‘‘an image of a [CLASS]’’, to calculate 

the input of 𝑇. Subsequently, the semantic features of each 

class are created to employ the encoder network that is 𝐹𝑡 =
𝐸𝑡(𝑇) ∈ 𝑅𝐶×𝑑, 𝑑 signifies the dimension of the feature. 

Notably, a batch of input images depicts 𝐼 ∈ ℝ𝐵×𝐻×𝑊×3, 

where 𝐵, 𝐻, and 𝑊 represent the batch size, width, and height 

of images, which means 𝐹𝑖 = 𝐸𝑖(𝐼) ∈ ℝ𝐵×𝑑. Once the 

classification probability matrix is attained, 

𝑃 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝐹𝑖𝐹𝑡
𝑇/𝜏)                               (4)        

Now 𝐹𝑖 and 𝐹𝑡 refer to L2-normalised. 𝜏 indicates a 

learnable parameter. The Softmax layer is implemented for the 

size of the class as 𝑃 ∈ ℝ𝐵×𝐶. Every row of 𝑃 signifies the 

likelihood of allocating a single image to each probable class. 

𝑌̂ = argmax (𝑃)                                     (5)    

Audio Embedding via VGGish 

The VGGish method is a pre‐trained DL framework 

suitable for audio embedding elimination. It is exceptionally 

trained on an enormous YouTube audio dataset [22]. This pre‐

training enables VGGish to acquire vital features from raw 

audio signals that are employed for several audio classification 

issues. VGGish has a feature extractor based on transfer 
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learning. Now, the pre‐trained weights of VGGish are utilized 

to remove embeddings, meaningful representations, from the 

input voice instances. These embeddings shorten the intricate 

audio data into a lower‐dimensional, fixed‐length vector that 

encapsulates speaker‐specific and discriminative features. 

Before feeding raw audio to VGGish, accomplish vital 

preprocessing stages. This assures compatibility with the 

structure of the model and evades inconsistency in embedding 

extraction. The model converts the raw audio into a 

spectrogram representation of size 96×64, a visual 

representation of audio's frequency content through time that 

VGGish is intended to process effectively. VGGish employs 

pre‐trained proficiency for feature extraction; this method 

takes advantage of the capability of the technique to acquire 

speaker‐specific features from audio data. This decreases the 

computation cost and training period to train a model. The 

eliminated embeddings act as input to a subsequent DL model, 

which means LSTM and CNN are intended explicitly for 

voice spoofing classification. The structure of the VGGish 

method contains numerous max pooling, convolution, and 3 

FC layers. Figure 3 indicates the Framework of the VGGish 

model. 

 
Fig. 3 Framework of the VGGish model 

Textual Representation with GPT-2 

GPT‐2 is established to accomplish sophisticated 

outcomes like semantic similarity, natural language inference, 

text classification, and question answering [23]. GPT‐2 is an 

autoregressive transformer that comprises 12, 24, 36, or 48 

blocks of decoder based on the model size. Compared with 

BERT, it comprises encoder blocks only, a GPT-2 stacking 

block of the decoder. Additionally, a significant property of 

GPT‐2 is its autoregressivity. Another key feature of GPT‐2 is 

its capability to learn a downstream task using a zero-shot 

method, without any requirement for parameter tweaking or 

alterations to the structure of the process. GPT‐2 is trained 

with a slightly altered language modelling objective: rather 

than approximating the conditional distribution 

𝑃(𝑜𝑢𝑡𝑝𝑢𝑡|𝑖𝑛𝑝𝑢𝑡), GPT‐2 estimates 𝑃(𝑜𝑢𝑡𝑝𝑢𝑡|𝑖𝑛𝑝𝑢𝑡, 𝑡𝑎𝑠𝑘). 

Nevertheless, distinctly modelling this at the architectural 

level, the task is prepended to the sequence of input.  

To enhance the accuracy and robustness of the 

classification task, features extracted from three different 

modalities, image, audio, and text, are integrated using a 

feature-level fusion strategy. Each modality contributes 

unique and complementary information that, when combined, 

provides a richer representation of the input instance. In this 

work, a simple yet effective concatenation operation is 

employed to fuse the feature vectors obtained from each 

modality. Let 𝑓𝑣 ∈ 𝑅𝑑𝑣: visual (image) feature vector, 𝑓𝑎 ∈
𝑅𝑑𝑎: audio feature vector, and 𝑓𝑡 ∈ 𝑅𝑑𝑡: textual feature vector. 

The fused feature vector 𝑓𝑓𝑢𝑠𝑖𝑜𝑛 is evaluated by using Eq. (6). 

𝑓𝑓𝑢𝑠𝑖𝑜𝑛 = [𝑓𝑣 ∥ 𝑓𝑎 ∥ 𝑓𝑡] ∈ 𝑅𝑑𝑣+𝑑𝑎+𝑑𝑡                (6) 

Where [∥] denotes the concatenation operation along the 

feature dimension. 

3.4. Stage III: CORAL-Based Neural Classifier 

Next, the MLPFE-DBMMC model applies the CORAL 

multi-layer perceptron method for multimodal cyberbullying 

detection. To define projected consistent rank logits (CORAL) 

structure for ordinal regression [24]. Notably, a training data 

𝐷 = {𝑥𝑖 , 𝑦𝑖}𝑖=1
𝑁 , a rank 𝑦𝑖  is increased by 𝐾 − 1 dual labels 

𝑦𝑖
(1)

, … , 𝑦𝑖
(𝐾−1)

 like 𝑦𝑖 ∈ {0,1} signifies whether 𝑦𝑖 surpasses 

rank 𝑟, for example, 𝑦𝑖 = 1{𝑦𝑖 > 𝑟𝑘}. The indicator function 

1 is 1 when the inner condition is true and 0 otherwise. 

According to the dual task responses, the forecast rank label 

for the input 𝑥𝑖 is attained through ℎ(𝑥𝑖) = 𝑟𝑞 . The rank index 

𝑞 is specified. 

𝑞 = 1 + ∑ 𝑓𝔩𝑒
𝐾−1
k=1 (𝑥𝑖),                                   (7)  

Now 𝑓〈(𝑥𝑖) ∈ {0,1} signifies 𝑘𝑡ℎ dual classifier in the 

layer of output. In {𝑓𝑐}k=1
𝐾−1 reflects the ordinal data and rank‐

monotonic, 𝑓1(𝑥𝑖) ≥ 𝑓2(𝑥𝑖) ≥ ⋯ ≥ 𝑓𝐾−1(𝑥𝑖) that safeguards 

consistent validation. To accomplish rank‐monotonicity and 

ensure dual classifier consistency, the 𝐾 − 1 dual tasks share 

similar weighted parameters but have independent bias units. 

MLP is an ANN that includes input, output layers, and a 

Hidden Layer (HL). The layer consists of many neurons; every 

neuron alters the weighted input into the output by an 

activation function. The neuron counts in the input layer are 

the counts of input features set to 𝑚, the counts of neurons in 

HL set to 𝑛, and the counts of neurons in the output layer are 

1. In the forward propagation process, the feature vector of 

output 𝑥 ∈ 𝑅𝑚 is passed to HL through the input layer. 

𝑧(1) = 𝑊(1)𝑥 + 𝑏(1)                                  (8)  

Now 𝑊(1) ∈ 𝑅𝑛×𝑚 indicates the weighted matrix from 

the input to the hidden layer, 𝑏(1) denotes the bias vector of 

HL and 𝑧(1) depicts the linear integration of input and output 

to HL. 

The calculation procedure from HL to the output layer: 

𝑧(2) = 𝑊(2)𝑎(1) + 𝑏(2)                               (9)  

Input  

Convolutional Layer: 

Window: 3 x 3, Stride: 1 x 1 

Output  

MaxPooling Layer: 
Window: 2 x 2, Stride: 2 x 2 

Global Average Pooling 
Layer 

Fully Connected 
Layer 

Dropout Layer 

Softmax 

64  128  128  512  32,32  
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Here, 𝑊(2) ∈ 𝑅1×𝑛 denotes a weighted matrix from HL 

to the output layer, 𝑎(1) indicates the output of HL, 𝑏(2) refers 

to the offset of the output layer and 𝑧(2) depicts the linear 

integration from HL to the output layer. 

3.5. Loss Function 

Assume 𝑊 indicates the weighted parameters of NN, 

excluding the bias unit of the last layer. The layer of 

penultimate, whose output is specified as 𝑔(𝑥𝑖 ,𝑊), sharing a 

single weight with every node in the previous layer of output; 

𝐾 − 1 independent biased units are later included to 

𝑔(𝑥𝑖 ,𝑊), like {𝑔(𝑥𝑖 ,𝑊) + 𝑏𝑘}k=1
𝐾−1 indicates the inputs to 

equivalent dual classifiers in the last layer. Suppose 

𝜎(𝑧) =
1

1+ exp (−𝑧)
                                     (10)  

Refers to the function of the logistic sigmoid. The forecast 

experiential likelihood for task 𝑘 is described. 

𝑃̂(𝑦𝑖
(k)

= 1) = 𝜎(𝑔(𝑥𝑖 ,𝑊) + 𝑏𝑘                   (11)  

The training model decreases the loss function 

𝐿(𝑊, 𝑏) = −∑ ∑ 𝜆(k)𝐾−1
𝑒=1

𝑁
𝑖=1 [log(𝜎(𝑔(𝑥𝑖 ,𝑊) +

𝑏𝑒))𝑦𝑖
(k)

+ log(1 − 𝜎(𝑔(𝑥𝑖 ,𝑊) + 𝑏𝑒))(1 −

𝑦𝑖
(k)

)]                                                (12)  

The weighted cross‐entropy of 𝐾 − 1 dual classifiers. 

𝑓k(𝑥𝑖) = 1{𝑃̂(𝑦𝑖
(k)

= 1) > 0.5}.                   (13)  

Now 𝜆 depicts the weight of loss related to the 𝑘𝑡ℎ 

classifier. Specifically, 𝜆(𝑘) indicates the significant parameter 

for task k. 

3.6. Stage IV: Fine-Tuned Optimisation Model 

Finally, the IARO-based hyperparameter tuning model is 

performed. This model carries its motivation from dual 

survival strategies that utilize wild rabbits [25]. This approach 

enhances the likelihood of survival of rabbits while challenged 

by predators. The primary approach involves eating grass near 

their nests, decreasing the risk of identification.  

The next approach, named “random hiding,” involves 

transferring rabbits to several adjacent holes, thus increasing 

their cover-up. Furthermore, a key aspect of the model entails 

the transition between exploitation and exploration methods. 

𝑃𝑥(𝑡 + 1) = 𝑃⃗ 𝑦(𝑡) † 𝐿𝑅.𝑀𝑉. [𝑃⃗ 𝑥(𝑡) − 𝑃⃗ 𝑦(𝑡) +

𝑟𝑜𝑢𝑛𝑑(0,5 + (0,5 + 𝑐1). 𝑠1)                                              (14)  

𝑥, 𝑦 = 1: 𝑛𝑃𝑜𝑝,⋅ 𝑥 ≠ 𝑦; 𝑠1
∼𝑁(0,1)  

𝐿𝑅 = (𝑒 − 𝑒 (
𝑡−1

𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛
))

2

× sin(2𝜋𝑐2)              (15)    

𝑀𝑉(𝑧) = {
1𝑖𝑓𝑧 = 𝑝(𝑖)𝑧=1,…/𝑞;𝑖=1,…[𝑐3,𝑞];𝑝=𝑟𝑎𝑛𝑑(𝑞)

0  𝑒𝑙𝑠𝑒
    (16)       

Now 𝑃⃗ 𝑦(𝑡) denotes the oldest site of 𝑡ℎ𝑒 𝑥𝑡ℎ rabbit at time 

𝑡, 𝑃⃗ 𝑥(𝑡 + 1) denotes the novel upgraded location of the 

artificial rabbit at time (𝑡 + 1), 𝑞 signifies the variable counts 

of the problem, and 𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 refers to the maximal iteration 

counts. 𝑛 𝑃𝑜𝑝 signifies the total population count of artificial 

rabbits, 𝑠1 represents the standard normal distribution, 𝐿𝑅 

implies calculating length and deviation feeding with 𝑀𝑉 

being a mapping vector, and 𝑐1, 𝑐2 denote an arbitrary 

parameter in [0,1]. Here, the 𝑥𝑡ℎ Rabbit generates the 𝑦𝑡ℎ 

burrow. 

𝐵𝑅𝑥,𝑦
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝑡) →= 𝑃𝑥

⃗⃗  ⃗(𝑡) + ℎ. 𝑝. 𝑃𝑥
⃗⃗  ⃗(𝑡), 𝑥 = 1,… , 𝑛𝑃𝑜𝑝,⋅ 𝑦 =

1,… ,𝑚                                            (17)        

𝑝(𝑃) = {
1 𝑖𝑓 𝑃 == 𝑝(𝑖)

0 𝑒𝑙𝑠𝑒
                                      (18)      

Here, ℎ denotes the parameter of concealment, which is 

progressively minimized from 1 to 1/𝐼𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛 linearly 

through the process of iteration, combining an arbitrary 

perturbation. 𝐵𝑅𝑥,𝑦
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝑡) depicts an arbitrarily selected hole for 

the rabbit to search for protection from danger amongst 𝑚 

holes. The calculation for the random hiding behaviour of the 

rabbit. 

𝑃𝑥
⃗⃗  ⃗(𝑡 → +1) = 𝑃𝑥

⃗⃗  ⃗(𝑡) → +𝐿𝑅.𝑀𝑉. (𝑐3 ×

𝐵𝑅𝑥,𝑎
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝑡))                                   (19)      

𝐵𝑅𝑥,𝑎
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝑡) = 𝑃𝑥

⃗⃗  ⃗(𝑡) + ℎ. 𝜌. 𝑃𝑥
⃗⃗  ⃗(𝑡)                            (20)      

The variable 𝐵𝑅𝑥,𝑎
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗(𝑡) denotes the arbitrary choice of a 

tunnel.  

𝜌𝑥⃗⃗⃗⃗ (𝑡 + 1) = {
𝜌𝑥⃗⃗⃗⃗ (𝑡)____𝑓(𝜌𝑥⃗⃗⃗⃗ (𝑡)) ≤ 𝑓(𝜌𝑥⃗⃗⃗⃗ (𝑡 + 1))

𝜌𝑥⃗⃗⃗⃗ (𝑡 + 1)___𝑓(𝜌𝑥⃗⃗⃗⃗ (𝑡)) > 𝑓(𝜌𝑥⃗⃗⃗⃗ (𝑡 + 1))
 (21)           

Energy degradation coefficient: the primary stage usually 

prioritizes exploration, although the later phase concentrates 

on exploitation. Nevertheless, the ARO combines a search 

approach motivated by the energy degradation coefficient. 

𝐸(𝑡) = 4 (1 −
𝑡

𝑇
) 𝐼𝑛

1

𝑐4
; 𝑐4 ∈ [0,⋅ 1]                    (22)      

While ARO established efficacy to address engineering 

and mathematical optimization concerns, it contains certain 
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restrictions. It presents an IARO model by integrating the 

searching character of grey wolves from GWO to control the 

exploitation or exploration change of ARO. In the proposed 

IARO, a novel switching mechanism is developed for grey 

wolves' hunting behaviour. In the forest, they circulate their 

target until they are inside the specific vicinity of risk. This 

switching mechanism is calculated: 

𝑈⃗⃗ (𝑡) = 2 × 𝜃 × 𝑐5 − 𝜃                                 (23)      

Now, 𝜃  depicts a parameter subject to a slight decrease 

from the primary value of 2 to a terminal value of 0, and 𝑐5 

denotes the stochastic variable in [0,1]. Furthermore, enhances 

the accuracy of algorithmic convergence and improves the 

resilience of the stochastic concealment stage. 

𝐵𝑒ℎ𝑎𝑣𝑖𝑜𝑢𝑟 =

{
𝐸𝑥𝑝𝑙𝑜𝑟𝑎𝑡𝑖𝑜𝑛 ∶  𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑓𝑒𝑒𝑑𝑖𝑛𝑔 𝑖𝑓 |𝑢| > 1

𝐸𝑥𝑝𝑙𝑜𝑖𝑡𝑎𝑡𝑖𝑜𝑛 ∶  𝐶𝑜𝑛𝑡𝑖𝑛𝑔𝑒𝑛𝑡 𝑐𝑜𝑛𝑐𝑒𝑎𝑙𝑖𝑛𝑔 𝑖𝑓 |𝑢| < 1
 (24)      

The IARO model originates a fitness function (FF) to 

improve the performance of the classifier. It governs a positive 

numeral to specify the higher candidate solution performance. 

The classifier error rate reduction is designated as FF in this 

study, as shown in Eq. (25). 

𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝑥𝑖) = 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑟𝐸𝑟𝑟𝑜𝑟𝑅𝑎𝑡𝑒(𝑥𝑖)  

=
𝑁𝑜.𝑜𝑓 𝑚𝑖𝑠𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑒𝑑 𝑠𝑎𝑚𝑝𝑙𝑒𝑠

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
× 100        (25)  

4. Experimental Evaluation 
In this section, the performance evaluation of the 

MLPFE-DBMMC model is examined on the dataset [4], 

available at 

https://github.com/Jhaprince/MultiBully?tab=readme-ov-file. 

The dataset comprises two kinds of modalities, such as text 

and image. The text data in code-mixed form includes 

continuous transitions between languages for multilingual 

users. The dataset samples are annotated with bully, 

sentiment, emotion, and sarcasm labels gathered from open-

source Twitter and Reddit platforms.  

The dataset initially contained 5,999 images; of these, 

3,672 images were successfully preprocessed for further 

analysis. Among the preprocessed images, 2,112 were 

categorized as "Bully", denoting content related to bullying 

behaviour, whereas 1,560 were labelled as "Nonbully", 

signifying non-bullying content. This distribution presents a 

solid foundation for developing models aimed at bullying 

detection and content moderation. Table 1 presents sample 

texts. Figure 4 illustrates the original and preprocessed sample 

images. Next, Figure 5 demonstrates the steps involved in the 

preprocessing of the input audio samples and preprocessed 

audio samples. The number of parameters is given below: 

 IntegerVar (lb=256, ub=512, name="num_hidden_1") 

 IntegerVar (lb=128, ub=256, name="num_hidden_2") 

 FloatVar (lb=0, ub=1, name="dropout_1") 

 FloatVar (lb=0, ub=1, name="dropout_2") 

 IntegerVar (lb=1, ub=30, name="epochs") 

 IntegerVar (lb=512, ub=1024, name="batch_size") 

 FloatVar (lb=0.00001, ub=0.0001, 

name="learning_rate") 

 
Fig. 4 Original and preprocessed sample images 

Table 1. Sample texts 

Label Text Preprocessed Text 

Bully 
“Shivam @shivamishraa Girls be named  

Naina and then have eyes that do not work.” 

Shivam Shivamishraa, girl name  

Naina eye work. 

Bully 
“If the opposite of Con is Pro, Is Congress  

the opposite of Progress”? 

Opposition to pro-congress opposes  

progress. 

Nonbully 
“Aaloo ke paranthe is the best breakfast. Omelette 

is the best breakfast, BONK Paranthe Omelette Poha.” 

Aloo ke paranth best breakfast omelett best 

 breakfast bonk paranth omelett poha 

Nonbully 
“You find a new YouTuber. He is funny.  

All of his videos are funny. His last video was 4 years ago.” 

Find a new funny YouTube video  

from last year. 

Figure 6 displays the label distribution of the MLPFE-

DBMMC approach, classifying instances into two groups, 

namely Bully and Nonbully.  

The dataset comprises 2,112 bully instances and 1,560 

nonbully instances, denoting a moderate class imbalance, with 

the bully class being more predominant.  

Such an imbalance can impact model performance, 

potentially biasing the classifier towards the majority class 

(bully). Figure 7 shows the confusion matrices formed by the 

MLPFE-DBMMC technique on training and testing.  

The outputs depict that the MLPFE-DBMMC model 

efficiently detects and identifies each class. 

https://github.com/Jhaprince/MultiBully?tab=readme-ov-file
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Fig. 5 Stages involved in the preprocessing of an audio sample 

 
Fig. 6 Label distribution of the MLPFE-DBMMC model 

 
Fig. 7 Confusion matrix of MLPFE-DBMMC model (a) Training, and (b) Testing. 

Table 2 and Figure 8 depict the Training Phase (TRPHE) 

and Testing Phase (TSPHE) of the MLPFE-DBMMC 

approach under various metrics. Under TRPHE, the MLPFE-

DBMMC model has attained 𝑎𝑐𝑐𝑢𝑦 of 94.44%, 𝑝𝑟𝑒𝑐𝑛 of 

95.88%, 𝑟𝑒𝑐𝑎𝑙  of 94.38%, 𝐹1𝑠𝑐𝑜𝑟𝑒  of 95.12%, and MCC of 

88.66%. Also, under TSPHE, the MLPFE-DBMMC model 

has obtained 𝑎𝑐𝑐𝑢𝑦 of 93.19%, 𝑝𝑟𝑒𝑐𝑛 of 93.47%, 𝑟𝑒𝑐𝑎𝑙 of 

94.79%, 𝐹1𝑠𝑐𝑜𝑟𝑒  of 94.13%, and MCC of 86.05%. 
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Table 2. TRPHE and TSPHE outcome of the MLPFE-DBMMC model 

Metric Training Phase Testing Phase 

Accuracy 94.44 93.19 

Precision 95.88 93.47 

Recall 94.38 94.79 

F1-Score 95.12 94.13 

MCC 88.66 86.05 

 
Fig. 8 TRPHE and TSPHE outcome of MLPFE-DBMMC model under various metrics 

Figure 9 illustrates the Training (TRAIN) 𝑎𝑐𝑐𝑢𝑦 and 

validation (VALID) 𝑎𝑐𝑐𝑢𝑦 of an MLPFE-DBMMC method 

over 30 epochs. Both TRAIN and VALID 𝑎𝑐𝑐𝑢𝑦 increase 

rapidly initially, illustrating effective learning. VALID 

slightly exceeding TRAIN shows good generalization. Their 

close alignment throughout training suggests robust 

regularization and capability. 

 
Fig. 9. 𝑨𝒄𝒄𝒖𝒚 plot of MLPFE-DBMMC technique 

Figure 10 specifies the TRAIN and VALID losses of the 

MLPFE-DBMMC method over 30 epochs. Initially, TRAIN 

and VALID losses are high, indicating limited initial learning. 

As TRAIN progresses, both losses decrease steadily, and their 

close alignment shows effective learning with good 

generalization and no overfitting. 

 
Fig. 10 Loss plot of the MLPFE-DBMMC technique  

Figure 11 exhibits the best parameters over iterations of 

an MLPFE-DBMMC methodology. Every subplot signifies 

the development of a specific parameter, such as the number 

of hidden units (num_hidden_1, num_hidden_2), dropout 

rates (dropout_1), learning rate, epoch count, and batch size 

across tuning iterations. The plots assist in visualizing how the 
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tuning process converges to optimal values, demonstrated by 

the final dots in each graph. Table 3 depicts the optimal 

parameter values outcome. Under Epochs, num_hidden_1, 

num_hidden_2, dropout_1, dropout_2, epochs, batch_size, 

learning_rate, Fitness, and Runtime parameters, the obtained 

optimal parameter values are 22, 512, 243, 0.238271, 

0.113291, 30, 568, 0.0001, 0.939201, and 9.834022, 

respectively. 

 
Fig. 11 Best parameters over iterations of the MLPFE-DBMMC model 

Table 3. Optimal parameter values outcome 

Parameter Names Optimal Parameter Values 

Epochs 22 

num_hidden_1 512 

num_hidden_2 243 

dropout_1 0.238271 

dropout_2 0.113291 

epochs 30 

batch_size 568 

learning_rate 0.0001 

Fitness 0.939201 

Runtime 9.834022 
 

 

Fig. 12 Convergence curve of the MLPFE-DBMMC model under 

various iterations 

Figure 12 portrays the convergence curve analysis of the 

MLPFE-DBMMC approach on various iterations. The 

outcomes imply that the MLPFE-DBMMC model portrays 

better convergence by achieving a value of 0.9392 over 

several iterations on the applied data. 

Figure 13 exemplifies the computational power of the 

MLPFE-DBMMC methodology over distinct iterations. It 

underscores how the model's power utilization or processing 

capacity rises as the number of iterations increases. By 

examining the curve, it becomes evident that the MLPFE-

DBMMC model portrays effective and constant computation, 

effectively balancing resource usage while obtaining optimal 

performance at several phases of the iterative process. 

 
Fig. 13 Computation power of MLPFE-DBMMC model 
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The comparative analysis of the MLPFE-DBMMC model 

with the present methods is shown in Table 4 and Figure 14 

[26-28]. The simulation outcome denoted that the MLPFE-

DBMMC model performed better. Under 𝑎𝑐𝑐𝑢𝑦, the MLPFE-

DBMMC model attained the highest 𝑎𝑐𝑐𝑢𝑦 of 94.44%. In 

contrast, the TextBERT, ResNeXt-101, Late-Fusion, Concat-

BERT, LaBSE, CNN, and Mistral 7B methodologies attained 

the least 𝑎𝑐𝑐𝑢𝑦 of 82.99%, 76.57%, 93.68%, 84.76%, 93.85%, 

77.08%, and 82.72%, respectively. Similarly, at 𝑝𝑟𝑒𝑐𝑛, the 

MLPFE-DBMMC technique attained a maximum 𝑝𝑟𝑒𝑐𝑛 of 

95.88%. In contrast, the TextBERT, ResNeXt-101, Late-

Fusion, Concat-BERT, LaBSE, CNN, and Mistral 7B 

methodologies got a minimum 𝑝𝑟𝑒𝑐𝑛 of 76.60%, 94.84%, 

86.51%, 89.46%, 83.33%, 87.25%, and 77.30%, respectively. 

Table 4. Comparative analysis of the MLPFE-DBMMC method with existing approaches 

Methods 𝑨𝒄𝒄𝒖𝒚 𝑷𝒓𝒆𝒄𝒏 𝑹𝒆𝒄𝒂𝒍 𝑭𝟏𝒔𝒄𝒐𝒓𝒆 𝑴𝑪𝑪 

TextBERT 82.99 76.60 80.24 85.29 81.08 

ResNeXt-101 76.57 94.84 90.48 89.72 82.58 

Late-Fusion 93.68 86.51 92.93 79.26 77.23 

Concat-BERT 84.76 89.46 85.71 79.13 77.00 

LaBSE 93.85 83.33 79.10 90.32 79.41 

CNN 77.08 87.25 81.09 91.73 85.07 

Mistral 7B 82.72 77.30 89.04 93.11 81.89 

MLPFE-DBMMC 94.44 95.88 94.38 95.12 88.66 

 
Fig. 14 Comparative analysis of the MLPFE-DBMMC method with existing approaches 

Finally, on 𝑀𝐶𝐶, the MLPFE-DBMMC model got a 

higher 𝑀𝐶𝐶 of 88.66%. At the same time, the TextBERT, 

ResNeXt-101, Late-Fusion, Concat-BERT, LaBSE, CNN, 

and Mistral 7B methodologies have obtained an 𝑀𝐶𝐶 of 

81.08%, 82.58%, 77.23%, 77.00%, 79.41%, 85.07%, and 

81.89%, respectively. The comprehensive comparison study 

highlighted the superior performance over other models to 

detect cyberbullies. 

5. Conclusion  
In this article, the MLPFE-DBMMC model is proposed 

to detect cyberbullies. The objective of the MLPFE-DBMMC 

model is to develop a successful multimodal cyberbullying 

detection structure by utilizing visual, audio, and textual 

inputs to identify and classify harmful behavior precisely. At 

the primary stage, the preprocessing phase is performed on 

multimodal data, such as images, audio, and text. For image 

preprocessing, the anisotropic diffusion model is applied for 

noise removal.  

The stationary wavelet transform-based noise removal is 

used in audio preprocessing. The text preprocessing phase 

includes various levels, such as lower case, tokenization, 

removal of stopwords, and stemming. For the feature 

extraction model, the MLPFE-DBMMC method utilizes CLIP 

for images, VGGish-based audio, and the GPT-2 method for 

text. Next, the MLPFE-DBMMC method applies the CORAL 

multi-layer perceptron method for the multimodal 

cyberbullying detection method. Finally, the IARO-based 

hyperparameter tuning is achieved. Experimentation using the 

MLPFE-DBMMC method on the MultiBully dataset depicts a 

superior accuracy of 94.44%, outperforming existing 

methods. 

Data Availability Statement 
The data that support the findings of this study are openly 

available in 

https://github.com/Jhaprince/MultiBully?tab=readme-ov-file, 

reference number [4].

https://github.com/Jhaprince/MultiBully?tab=readme-ov-file
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