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Abstract— Face recognition is an application area where 
computer vision research is utilized in both military and 
commercial products. It is a process of identifying or 
verifying a person from an image and comparing the 
selected features from the image with a given database. 
This paper provides a critical survey of researches on 
image-based face recognition. The principle Component 
Analysis (PCA) technique of face recognition are 
comprehensively reviewed and discussed. Their strategies, 
advantages/disadvantages and performances are 
elaborated.  
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I. INTRODUCTION 
 
Face recognition is a biometric technique used for 

surveillance purposes such as search for wanted criminals, 
suspected terrorists, and missing children. The term face 
recognition refers to identifying, by computational algorithms, 
an unknown face image. This operation can be done by 
comparing the unknown face with the faces stored in database. 
Face recognition has three stages a) face location detection b) 
feature extraction c) facial image classification. There are 
various methods to recognize the faces. Though many face 
recognition approaches [1-6] reported satisfactory 
performances, their successes are limited to the conditions of 
controlled environment, which are unrealistic in many real 
applications. In recent surveys of face recognition techniques 
[7-8], pose variation was identified as one of the prominent 
unsolved problems in the research of face recognition and it 
gains great interest in the computer vision and pattern 
recognition research community.  
 

Face recognition across pose refers to recognizing face 
images in different poses by computers. It is of great interest 
in many face recognition applications, most notably those 
using indifferent or uncooperative subjects, such as 
surveillance systems. For example, face recognition is 
appealing in airport security to recognize terrorists and keep 
them from boarding plane. Ideally, the faces of terrorists are 
collected and stored in the database against which travellers' 
faces will be compared. The face of everyone going through a 
security checkpoint will be scanned. Once a match is found, 

cameras will be turned on to surveil people with a live video 
feed, and then the authorities will verify the match and decide 
whether to stop the individual whose face matches one in the 
database.  

 
The most natural solution for this task might be to 

collect multiple gallery images in all possible poses to cover 
the pose variations in the captured images, which requires a 
fairly easy face recognition algorithm.  Few promising 
methods have been proposed in tackling the problem of 
recognizing faces in arbitrary poses, such as tied factor 
analysis (TFA) [9], 3D morphable model (3DMM)[10], Eigen 
light-field (ELF)[11], illumination cone model (ICM)[12], etc.  

 

II. EIGEN-FACE APPROACH 
 
In this approach, the face images are decomposed into a 

small set of characteristic feature images called “Eigen-faces” 
(which contain the common features in a face) which are 
extracted from the original training set of images by means of 
principal component analysis. An important feature of PCA is 
that any original image can be reconstructed from the training 
set by a linear combination of the Eigen-faces. Each Eigen-
face represents only certain features of the face. However, the 
losses due to omitting some of the Eigen-faces can be 
minimized by choosing only the most important features 
(Eigen-faces). 
 

The Eigen-face approach involves the following 
initialization operations: 
 

1. An initial set of images (training set) is acquired. 
2. The Eigen-faces from the training set are calculated 

and only M images that correspond to the highest 
Eigen values define the face space. 

3. By projecting the face images onto the face space, 
the corresponding distribution in M-dimensional 
weight space for each individual image is found. 
 

With these weights, any image in the database can be 
reconstructed using the weighted sum of the Eigen-faces.  In 
order to recognize face images, the following steps are to be 
followed 
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1. A set of weights based on the input image and the M 
Eigen-faces are calculated by projecting the input 
image onto each of the Eigen-faces. 

 
Nearest neighbour classification is used in order to find out 

the unknown image in the training set. 

A. Initialization 

 
Let the training set of face images be T1, T2, T3,….TM. 

This training data set has to be mean adjusted before 
calculating the covariance matrix or eigenvectors. The average 
face is calculated as   
  

Ψ	 = 	 (1/M) 	Ti
ெ

ଵ

 

 
Each image in the data set differs from the average face by the 
vector Ф = Ti – Ψ. This is actually mean adjusted data. The 
covariance matrix is 

 

C = 	 (1/M) 	Φi.Φi் =	
ெ

ଵ

AA்  

 
where A = [ Φ1, Φ2, …. ΦM]. The matrix C is a N2 by 

N2 matrix and would generate N2 Eigen vectors and Eigen 
values. With image sizes like 256 by 256, or even lower than 
that, such a calculation would be impractical to implement. A 
computationally feasible method was suggested to find out the 
eigenvectors. If the number of images in the training set is less 
than the no of pixels in an image (i.e M < N2), then we can 
solve an M by M matrix instead of solving a N2 by N2 matrix. 
Consider the covariance matrix as ATA instead of AAT. Now 
the eigenvector Vi can calculated as follows, 
 

ATAVi  = µiV 
 

where µi is the Eigen value. Here the size of 
covariance matrix would be M by M. Thus we can have m 
Eigen vectors instead of N2. Premultipying equation 2 by A, 
we have 

AATAVi  = µiAV 
    

The right hand side gives us the M Eigen-faces of the 
order N2 by 1.All such vectors would make the image space of 
dimensionality M. The M’ Eigen-faces which have the largest 
associated Eigen values are selected. These Eigen-faces now 
span a M’-dimensional subspace instead of N2. 

 

B. Recognition 
 

A new image T is transformed into its Eigen-face 
components by a simple operation, 

wk = uk
T (T – ψ) 

where k = 1, 2,….M’. The weights obtained as above 
form a vector ΩT = [w1, w2, w3, …. wM ] that describes the 
contribution of each Eigen-face in representing the input face 
image. The Euclidean distance of the weight vector of the new 
image from the face class weight vector can be calculated as 
follows,  
 

εk = || Ω – Ωk|| 
 

where Ωk is a vector describing the kth face class. 
The face is classified as belonging to class k when the 
distance εk is minimum. The Eigen Faces of images is shown 
in Figure 1. 
 

 
 

Fig. 1: Eigen Faces 

 

III. RESULTS 
In this paper for experimentation, 60 images are taken for 

training. One of the images as shown in fig 2(a) is taken as 
the Input image and corresponding retrieve image is shown 
in figure 2 (b). The mean image and reconstructed output 
image by PCA, is as shown in fig (b) and 3(c). Eigen faces 
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are as shown in fig 3(d). 
 

 

 

 
 

Fig. 2 (a) Test images (b) Equivalent images 

 

IV. CONCLUSIONS 
Face recognition has received substantial attention from 

researches in biometrics, pattern recognition field and 
computer vision communities. In this paper, Face recognition 
using Eigen faces has been shown to be accurate and fast, 
nonlinear face images can be recognized easily. This method 

has the Acceptance ratio is more than 90 % and execution 
time of only few seconds.  

TABLE I 

ACCEPTANCE & REJECTION RATE 

 
No. of Test Images = 30 

S No. Parameters %age 
1 Acceptance Rate 91 

2 False Acceptance Rate 6.27 

3 False Rejection Rate 3.73 
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