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Abstract - Preterm births (PTB) affect nearly 15 million kids worldwide. At present, medical fields aim to reduce the 

possessions of prematurity rather than avoid it. The cervix is currently measured during a transvaginal ultrasound, used to 

diagnose the condition. Because of the complexities of this process, preterm births cannot be accurately predicted. Machine 

learning is becoming more popular for prediction and diagnosis in health care. This study looks at how artificial intelligence 

can predict preterm labor and birth. According to this study, various machine learning approaches can aid in the diagnosis 

of preterm births. In terms of predicting preterm birth, machine learning can be well suited for various data types. Electro 

hysterogram signals, electronic health records, and transvaginal ultrasounds are examples. This review's goal remains to 

summarize machine learning procedures intended for predicting premature birth. 

Keywords - Prediction, Preterm birth, Artificial Intelligence, Machine learning. 

1. Introduction  
World Health Organization (WHO) defines Preterm 

birth or Premature as a birth occurring before 37 gestation 

weeks of pregnancy. A normal pregnancy is considered to 

last about 40 weeks [1]. Normally during the last week of 

pregnancy baby in the womb can gain weight, and organs 

such as the brain and lungs get fully developed. This may 

lead to long-lasting health issues such as physical 

disabilities or learning disabilities if this may not do. Before 

37 weeks of gestation, newborns need to stay in the neonatal 

intensive care unit (NICU) for an extended period. This 

continuous stay in the hospital creates stress among the 

family members and increases the health care charges, 

mainly during the first year after birth [2]. For example, in 

2005, in the United States, 26.2 billion dollars accounted the 

annual financial cost related to preterm birth. In 2014, 

preterm birth was estimated to cost over 500 million dollars 

in Canada [3-4]. Finding mostly the root of premature birth 

is a difficult task, and there is no predetermined reason for 

their occurrence [5]. 

Earlier research primarily focused on preterm birth risk 

factors, cervical length, and biochemical assessment. 

Common risk factors include the age of the pregnancy 

women, history of preterm labor, many pregnancies, 

diabetes, asthma, hypertension, thyroid disease, anemia, 

infection, Obesity, genetic influences, nutritional 

deficiencies, smoking, alcohol consumption, stress, 

excessive physical work recreational drugs, cervical length, 

etc., [6]. Women who seem to have a preterm birth, on the 

other hand, frequently have no known risk factors [7]. A 

model that combines cervical length and obstetric history 

predicts spontaneous preterm labor better than both factors 

[8]. These factors point to the inefficiency of previous 

methods for predicting the risk of labor in pregnant women 

for the first time. 

Furthermore, many predictive systems based on 

maternal sociodemographic factors have been investigated. 

Unfortunately, their ability to predict is severely limited [9]. 

As a result, numerous researchers have tried to predict 

premature birth using a machine learning approach on a 

collection of known clinical characteristics [70].  

In medical fields, human and artificial intelligence (AI) 

decision-making results in high-performance outcomes. AI 

is the art of emerging methods to solve problems typically 

related to human intelligence. In the ground of computer 

science, Machine learning (ML) is an artificial intelligence 

technique.ML focuses on using a number of algorithms and 

data to imitate the human way of learning, thereby 

increasing accuracy. ML includes different learning types of 

techniques: unsupervised, supervised, Evolutionary 

Learning, reinforcement learning, Semi-Supervised and 

Deep Learning [11-12]. Figure- 1 shows the types of the 

machine learning algorithm. 

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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Fig. 1 Different Machine Learning Types 

In the initial stage of AI in medicine, they were 

standalone structures. There is no direct connection between 

AI and electronic data sets. Clinical data provide new 

learning health systems that open new opportunities and 

challenges. Beyond standard models, specific risk 

prediction has recently been improved using machine 

learning (ML) technologies. Many machine learning 

algorithms can represent intricate non-linear interactions 

between predictor characteristics and results. ML 

approaches can start understanding the framework from 

information without being specifically designed. A large 

amount of data is necessary to develop strong models with 

high accuracy using the ML technique [13]. ML takes 

advantage of various variables from electronic health record 

(EHR) data for PTB prediction [14]. 

In this work, Sufriyana et al. [15] look at studies that 

use machine learning algorithms to predict preterm birth, 

which could be useful in perinatal medicine. Fortunately, 

most countries' health records (HRs) include information on 

a person's sociodemographic, medical history, and obstetric. 

As a result, HRs are good data sets for machine learning 

representations to study from and finally predict the desired 

outcome. Studies into using machine learning on HR data to 

find effective predictive frameworks for the timely 

identification of PTB have increased. This systematic 

review will look at the literature on using machine learning 

to identify PTB risk in mothers using HR data. Electronic 

health records (EHR) information, uterine 

electromyography (EMG) information, and electro 

hysterography (EHG) have been used in the majority of 

investigations to date. In recent years, successful attempts 

to use transvaginal (TVS) ultrasound imaging data have 

emerged. Recently, a few research findings used the deep 

learning method to predict PTB with the help of ultrasound 

and MRI images [16] and high-dimensional EHR data. 

 

2. Background 
2.1. Preterm birth (PTB) 

A baby born earlier than 37 gestation weeks is referred 

to as a preterm birth (PTB) or 259 days after a woman's last 

menstruation. Around the world, nearly fifteen million 

babies are born prematurely each year, taking into account 

even more than around one in ten children. On the other 

hand, preterm birth rates differ greatly across the globe. 

Premature birth is the leading cause of infant mortality and 

illness [17]. Fig 2 describes the factors that affect preterm 

birth. 

2.2. PTB Types 

PTB is classified as either spontaneous or iatrogenic. 

2.2.1. Spontaneous 

It could be caused by spontaneous on-set labor or a 

premature tissue rupture before labor. Determining the 

source of this kind of preterm delivery is extremely 

problematic in approximately 50 % of cases 

2.2.2. Iatrogenic 

It's a type of elective and induction labor that occurs 

well before the 37th week of pregnancy. For various 

reasons, such as foetal or maternal health or other medical 

reasons. 
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Fig. 2 Epidemiology of Preterm Birth 

2.3. PTB Classification 

PTB is classified into several categories based on the 

pregnancy week during birth. The gestational age is 

between a woman's starting date of her last normal 

menstrual period (LMP) and her due date [18]. The 

following are the four types of PTB [7]: 

2.3.1. Extreme PTB 

The range is under 28 weeks of pregnancy. When a 

baby is born just before the 28th week of pregnancy, it is 

called extreme PTB.  

Very PTB 

The range is between 28 to 32 weeks of pregnancy. It 

is noted that between 28 and 32 weeks of gestation baby is 

born. 

Moderate PTB 

They range from 32 to 34 weeks of pregnancy. It is 

noted that between 32 and 34 weeks of gestation baby is 

born. 

Late PTB 

The range between 34 to 37 weeks of pregnancy. When 

a baby is born between 34 and 37 weeks of pregnancy. 

 

 

 

2.4. Challenges and Difficulties 

Early detection of pregnancies with a heightened 

hazard of spontaneous preterm birth (sPTB) could aid 

premature babies to have fewer stillbirths and side effects 

later in life. sPTB is detected in about half of all women with 

no identified clinical risk features. PTB rates were not 

reduced by sPTB diagnostic procedures, including an 

obstetric consultation, mother's characteristics, or a 

transvaginal ultrasound check-up of a cervix PTB stays a 

challenging and composite real-world challenge. And also, 

the nature of pregnancy data presents a challenge because it 

fluctuates constantly is disruptive, and missing data for 

critical groupings of factors is common. 

2.5. Machine Learning  

Machine learning models in supervised learning learn 

to predict predefined characteristics or results (also known 

as labels, goals, target variables, or outcome) related to a 

model defined by using a collection of attributes (also 

known as input features, descriptive variables). A machine-

learning model accomplishes this by assuming a specific 

input/output relationship and then training it with a set of 

models designed together with input and output [19]. 

Machine learning has several advantages over conventional 

methods, including scalability and flexibility, which allows 

it to be used for various tasks like risk prediction, diagnosis, 

and classification [20-21].  
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Fig. 3 Outline of Preterm Prediction Systems using Machine Learning algorithms  

The articles contain important information about 

various machine learning classification models that 

researchers can use [22-24]. The constraints of the selected 

input/output relationship are typically adjusted iteratively 

during this training procedure. After being trained, the 

model is useful to apply for hidden samples and forecasts 

about the looked-for output. The types of input and output 

that different machine-learning models can perform and, 

therefore, how well they can interact with the varying 

effects of the provided input and output relationship may 

differ. 

 

Machine learning models include linear regression 

variants [71] and decision tree-based systems [26], 

ensemble approaches like random forests [27] or gradient-

boosted trees [28], support vector machines [29], nearest-

neighbors approaches [30], and Bayesian techniques [31],  

based upon that function class that was used to create the 

input/output relationship. Artificial Neural Networks and 

Deep learning models [32] can be used to analyze tabular 

data, but other methods frequently perform better than 

convolutional neural networks in this task [34-35]. The 

above fig 3 gives details about the flow of the prediction 

procedure. 
 

3. Related works 
3.1. Electro hysterography (EHG)  

Electro hysterography (EHG) is a non-invasive 

procedure used to determine the electrical factor that causes 

uterine contractions. EHG is a method of using contact 

electrodes to record electric pulses in the maternal abdomen. 

3.2. Handling Imbalanced Data 

The Term Preterm EHG Database (TPEHG) is the most 

widely investigated EHG delivery database. The unequal 

supply of term and preterm EHG data was addressed using 

data pre-processing techniques with the help of adaptive 

synthetic sampling (ADASYN) methodology and synthetic 

minority over-sampling technique (SMOTE). The accuracy, 

specificity, sensitivity, and the area under the curve (AUC) 

of the receiver could all be used to evaluate the results of the 

created models. 
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3.3. Metrics for Evaluation 

The following formulas are used to calculate accuracy 

(ACC) (1), the sensitivity (Se) (2), specificity (Sp) (3), and 

the classifiers: 

𝐴𝑐𝑐 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100   ……… (1) 

 

𝑆𝑒 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 × 100  …………….... (2) 

 

𝑆𝑝 =
𝑇𝑁

𝑇𝑁+𝐹𝑃
× 100   ……………… (3) 

The area under the curve (AUC) (4) is calculated as 

follows after selecting the optimal results for each classifier: 

𝐴𝑈𝐶 = ∫ 𝑆𝑒(𝑇)(1 − 𝑆𝑝)′(𝑇)𝑑𝑇…... (4) 

 

After retrieving 203 temporal, spatial, and non-linear 

characteristics from 326 multi-channel EHG recordings, 

SMOTE has been used to control the database. Using an 

ensemble classifier, the scientists informed a mean score of 

F1 as 92.04% later feature selection via a genetic algorithm. 

A Linear Discriminant Analysis (LDA) algorithm using a 

regular F1 value of 90.1 percent was used to demonstrate 

the effectiveness of entropy metrics for the categorization 

of term preterm EHG recordings [35]. The accuracy of 

about 31 temporals and spatial characteristics found from 3 

EHG channels before the 26th week through pregnancy 

were assessed. Once 15 features had been selected and 

ADASYN was used, a random forest classification model 

with 93 percent accuracy, 89 percent sensitivity, and 97 

percent specificity was created [36].  

The SampEn, log detector, waveform duration, and 

variance of only one EHG channel were all retrieved. Using 

a fusion of such a Case, specifically random neural network 

and feed-forward neural net classifiers and radial basis 

function, the authors achieved an AUC of 0.94, a specificity 

of 84 %, and a sensitivity of 91 %, and using SMOTE for 

data balancing [37]. By obtaining the root mean square 

(RMS), median frequency, and peak frequency, SMOTE 

was used to solve the imbalance problem. A solitary EHG 

channel is bandpass filtering by 0.34 to 1 Hz for SampEn. 

The polynomial classifier produced the best results, with a 

median sensitivity of 97 %, a specificity of 90 %, and an 

AUC of 0.95 [38]. 

Previous attempts used 30-minute recordings; 

however, Despotovic et al. [39] found that splitting the 

thirty-minute audio tapes into two 15-minute recordings 

yielded better results. They have unique features based on 

the signal's nonstationary and empirical method 

decomposition. An adaptive synthetic 

sampling (ADASYN) method is used to mitigate the 

imbalance in unbalanced memorization. On 322 datasets, 

among which 38 seem to be premature birth, ten-fold cross-

validation yields 99 percent accuracy, 98 percent sensitivity, 

and 99 percent AUC to use a random forest classification 

algorithm and artificial samples. The obtained outcomes 

appear to be excellent. From EHG recordings, EMD was 

used to retrieve 11 IMFs, which were then divided into 6 

stages by WPD. Using ADASYN to classify important 

features, SVM attained an accuracy of about 96.25 %, 

specificity of about 97.33 %, and sensitivity of about 95.08 

% [40]. 

Nine characteristics were found in the third through 5th 

IMFs. Next, with the help of ADASYN via data rebalancing 

and SVM designed for classification, researchers found the 

accuracy was 98% [41]. Researchers used autoregressive 

modeling from a single EHG channel to find a novel 

measure named centroid frequency estimate. The SVM 

classifier achieved an accuracy of about 99.72%, a 

specificity of 99.96%, and a sensitivity of 99.48% after 

using ADASYN [42]. To create the feature vector, we 

employed the Shannon entropy for the 1st ten deconstructed 

IMFs. Some classifiers were employed to differentiate 

between term and preterm deliveries after SMOTE was 

used. The best result, according to the authors, was obtained 

with the help of the Adaboost classifier, which had a 0.986 

AUC [43] 

Researchers have been using autoregressive modeling 

to retrieve a new centroid frequency estimation proposal 

using only one EHG channel. Next, by using ADASYN, the 

SVM classifier had 99.72% accuracy, 99.96% specificity, 

and 99.48% sensitivity [44]. The dynamic changes that the 

uterus undergoes throughout the pregnancy are recorded, 

and the misleading interpolation is corrected. Entropy 

features describe the uterus's rate of evolution toward 

delivery. Authors, with the help of the Gaussian Naive 

Bayes (GNB) classifier and the principal components 

analysis (PCA), achieve an accuracy of about 0.75, a 

sensitivity of about 0.84, specificity of about 0.66, and AUC 

having 0.84 values [45].  

The authors present a low processing complexity 

algorithm for detecting preterm labor using EHG signals. It 

has been demonstrated that EHG evaluation might be a 

useful tool for predicting and preventing preterm labor. By 

using SVM achieves results with 99.56%= accuracy, 

98.95% = sensitivity, 99.30%=specificity [46]. The authors 

only use one EHG channel and don't use synthetic data 

creation or feature optimization techniques. K-nearest 

neighbors (KNN), support vector machine (SVM), and 

decision tree (DT) classifiers were used to determine 

whether the revealed EHG signal belonged to the premature 

birth case. SVM is the best among them, with an accuracy 

of 99.7%, specificity of about 99.7%, and sensitivity equal 

to 99.5% [47]. 

Boluda et al. [48] examined how well efficient and 

reliable algorithms based on classification performed using 

electro hysterographic recordings (EHG), which include 

RF, KNN, and ELM, for forecasting forthcoming labor in 

females through threatened preterm labor (TPL). KNN 

efficiency depended on the available dataset, but it had a 

high classification performance. Authors developed a model 

for predicting iatrogenic premature labor in prenatal females 

having scarred genital tract. The predictive model we 

https://www.sciencedirect.com/topics/computer-science/principle-component-analysis
https://www.sciencedirect.com/topics/computer-science/principle-component-analysis


Dr. R. Surendiran et al. / IJETT, 70(5), 46-59, 2022 

 

51 

developed can support physicians in assessing the risks of 

iatrogenic premature births and assist in creating 

consultations; thereby, improved medical treatment could 

be provided to enhance the status of patients and unborn 

children [49]. 

The objective of Asmi et al. [50] was to improve a 

robust and widely applicable classification model for 

predicting preterm labor using ANN. The classification 

models have fed single-channel and multi-channel EHG, 

which use novel fetal contractile performance indexes for 

EHG synchronization. The authors describe the various 

steps for detecting and predicting preterm birth, including 

pre-processing, extraction and classification, classification 

techniques, and attribute selection methods. More EHG 

signals, according to the authors, can enhance the precision 

of predicting premature birth. Table 1 compares classifiers 

in the EHG Dataset, including different classifiers 

comparisons based on evaluation metrics. Fig 3 shows the 

comparison chart of classifiers based on evaluation metrics.

Table 1. Comparison of classifiers in EHG Dataset

Author Data Balancing Classifier Parameters 

Fergus et al., 2013 SMOTE Polynomial Classifier AUC=0.99 

Sensitivity=97% 

Specificity=90% 

 Ren et al., 2015 SMOTE Adaboost classifier AUC=0.986 

Fergus et al., 2016 SMOTE Feed forward, random classifiers, 

radial basis function neural network 

Specificity=84% 

Sensitivity=91% 

AUC=0.94 

Sadi et al.,2017 No linear SVM classifier Accuracy= 95.7% 

Specificity= 93% 

Sensitivity= 98.40% 

AUC= 0.95 

Acharya et al., 2017 ADASYN SVM Accuracy=96.25% 

Specificity=97.33% 

Sensitivity=95.08% 

 Despotovic et al., 2018 ADASYN Combining a random forest classifier 

with artificial samples 

Sensitivity=98% 

Specificity=99% 

AUC=0.99 

Shahbakhti et al., 2019 NO SVM accuracy= 

99.56%, sensitivity= 

98.95% and specificity= 

99.30% 

accuracy= 

99.56%, sensitivity= 

98.95% and specificity= 

99.30% 

Accuracy=99.56% 

Specificity =99.30% 

Sensitivity=98.95%  

Degbedzui et al, 2020) 

 

ADASYN SVM Accuracy=99.72% 

Specificity=99.48% 

Sensitivity=99.96% 

 Peng et al., 2020 ADASYN Random forest Classifier Accuracy= 93 % 

Sensitivity=89% 

Specificity=97% 

Khan et al., 2020 ADASYN SVM Accuracy=98% 

Lou et al., 2022 SMOTE PCA, GNB Accuracy=0.75,  

Specificity=0.66, 

Sensitivity=0.84,  

AUC=0.84  

 Mohammadi et al.,2022 NO SVM Accuracy =99.7% 

Specificity=99.7%. 

Sensitivity=99.5% 
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Fig. 4 Comparison of classifiers 

3.4. Electronic Health Records 

Electronic health records encompass information about 

the prenatal period progress, the patient's therapeutic 

history, and other personal information gathered during a 

medical interview. One of the most difficult problems in 

using HR-based data is incomplete data. Even though 

missing data has been identified as a problem in HR studies, 

only about half of them recognized the existence of 

incomplete data. They used a variety of methodologies to 

deal with it. Despite its significance, little investigation has 

been done in this area, and it is ambiguous just how biased 

findings impact the predictive model. 

The author used data first from the "Preterm Prediction 

Study," the clinical testing data - sets gathered between 

1992 and 1994, suggesting that existing PTB treatments 

were unavailable. Thus the set of data reflects natural PTB 

incidence. This article emphasizes predicting preterm labor 

in nulliparous mothers and understanding its multiple 

etiological factors. Vovsha's method employs SVM with 

linear as well as non-linear kernels, but also logistic 

regression. SVM of radial basis function (RBF) kernel's 

total score of 0.57 sensitivity and 0.69 specificities is the 

best performing classifier for all populations [51]. 

Generates a condensed set of risk factors with quantifiable 

uncertainties. Handle a large number of irrelevant features. 

The majority class is under-sampled to balance the data. 

Randomized Gradient Boosting (RGB) combines 

Stochastic Gradient Boosting and Random Forests that Tran 

uses in his work. The findings are presented and 

documented clearly and concisely. The three biggest risk 

factors have been numerous fetuses, cervix ineffectiveness, 

and previous preterm births. The maximum AUC when 

using RGB is between 0.80 and 0.81 [52]. 

Esty et al. [53] looked at two datasets that contained 

birth data. One of the goals of this study is to create a model 

that can perform better than fibronectin indicator 

predictions, which are expensive and invasive to screen for. 

The authors mention that both datasets have many missing 

variables, but they don't say how many. And from the other 

hand, features with a little more than 50% missing data are 

removed. The majority class is downsampled to balance the 

dataset. The authors employ a C5.0 Decision Tree for 

classification). Weber's research concentrates on preterm 

birth in nulliparous women. Logistic regression, lasso 

regression, generalized additive models, random forest, k-

nearest neighbors, elastic net, and ridge regression with 

mixing parameters are the machine learning classifiers used. 

The performance of all of the algorithms is comparable. The 

AUC improves to 0.67 when combined racial-ethnic groups 

are predicted, comparable to others who use biomarkers 

[54]. 

Moreira et al. [55] research create a comprehensive 

intelligent system for mobile DSSs that can help women 

who may be at threat of pregnancy-related complications 

receive better care. As a result, this research may 

significantly improve maternal and fetal health by 

predicting preterm birth risk early. SVM is a machine 

learning (ML) technique for recognizing patterns in a 

pregnancy database. SVM ML-based technique produced 

promising results with 0.821 accuracies, 0.839 of true 

positive rate, 0.268 false-positive rates, and 0.785 the 

Receiver Operating Characteristic (ROC). 

The authors provided a solution depending on logistic 

regression and the SVM algorithm, both of which are 

classification algorithms. The number of times of 

pregnancy, age, diabetes mellitus (GDM and DM), Obesity, 

and high blood pressure in pregnant women are all 

important predictors of spontaneous preterm labor. It 

demonstrates that the medical conditions identified can be 

used to predict sPTB. According to the findings, all these 

GDM and DM seem to be the main risk factors for 

premature births. Accuracy is 0.76, recall is 0.84, specificity 
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is 0.73, and precision is 0.84 [56]. This study compares six 

machine learning (ML) algorithms for predicting PTB: 

artificial neural networks (ANN), decision tree logistic 

regression, SVM, and random forest. Previous preterm 

birth, age, diabetes, BMI, alcoholism, decision 

trees, smoking, hypertension, vitro fertilization, and 

cervical length are all factors taken into account. The model 

uses ANN to achieve 91.14 percent classification accuracy 

and 91.80 percent multinominal logistic regression [57]. 

Extreme preterm birth (EPB) infants brought into the 

world before the 28th week of pregnancy—were attempted 

to be predicted. Patient demographic characteristics, 

diagnosis and treatment procedures, medications 

prescribed, and laboratory results are all included in the 

data. Gao et al. represent each medical concept using a bag 

of words (BOW) in an addition word embedding. In BOW, 

the term frequency-inverse document frequency (TF-IDF) 

stabilizes the significance of each healthcare perception. A 

skip-gram stays used in word embedding to match the most 

connected words to a specified word. The models developed 

employ SVM and LR GB. LR seems to attain excellent 

BOW and word embedding performance, with an AUC of 

0.780 [58]. 

An Artificial Neural Network (ANN) algorithm and 

algorithm like naive Bayes are used in the model proposed 

in research on preterm birth prediction. The results show 

that the help of the Artificial Neural Network (ANN) to 

predict preterm birth yields a 90.67 percent accuracy rate 

and a ROC value of 0.954. The Naive Bayes algorithm has 

a ROC value of 0.929 and an accuracy of 84.53 percent. As 

a result, the Artificial Neural Network (ANN) algorithm 

predicts preterm birth with a 6.14 percent accuracy and a 

ROC value of 0.025 [59]. We estimated spontaneous PTB 

at 28- and 32-weeks using variables, particularly during the 

first and second trimesters, with the help of multivariable 

logistic regression methods. AUC during 28 weeks duration 

in nulliparous and multiparous women and the first 

trimester was 68.5 percent and 73.4 percent, respectively. 

The AUCs for 2nd models in nulliparous and multiparous 

women were 72.4 percent and 78.2 percent, respectively 

[60]. 

Based on HER data, a prediction of premature birth in 

women who have had cervical cerclage was proposed, 

including features such as age, previous preterm birth, 

cervical length during cerclage, and uterine abnormality. 

KNN, neural networks, and random forest are among the 

classifiers compared by the authors. They have a precision 

of 98 percent and a specificity of 94 percent [61]. The 

authors suggested that new risk models be tested to find new 

ones used in healthcare situations. They use artificial neural 

networks, logistic regression, and gradient boosting 

decision trees, all cutting-edge machine learning 

algorithms. The AUCs for early stillbirth were 0.76, late 

stillbirth was 0.63, and preterm birth was 0.64. [13] 

The characteristics of the mother and her medical 

history were collected. To predict the risk exposures of 

PTB, the data will be entered into the Foetal Medicine 

Foundation (FMF) online tool. Univariate and multivariate 

logistic regression assessments have been performed to 

evaluate the impact of parental character traits on PTB 

occurrence [62]. The authors are interested in determining 

preterm labor depending on clinical symptoms through 

longitudinal EHR. The problems based on prediction have 

been formulated as a classification process with noisy 

labels. A Recurrent Neural Network, including an attention 

Mechanism, serves as a base classifier. We believe that a 

data subgroup both with noisy and clean labels is available. 

To train a deep learning model with clean and noisy labels, 

we suggest an Alternating Loss Correction (ALC) technique 

[63]. This research aims to find alterations in the maternal 

plasma of pregnancies, delivered premature babies later 

spontaneously appear with symptoms without a previous 

record of premature births or known risk factors [64]. Thus, 

this study aims to add other maternal chrono disruption 

factors and see if they can achieve better preterm birth 

prevention. Indeed, the decision tree achieved as a 

prediction model that shows light coming in through the 

window or the liveliness status of the bedroom during the 

night is an important factor in predicting preterm delivery 

[65]. Following Table 2 compares classifiers using the HER 

dataset, and Fig 5 gives the chart comparison of the dataset. 
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Table 2. Comparison of classifiers in EHR Dataset 

 

 

 

 

 

 

 

 

 

 

 

Authors Classifier PTB Gestation age Results 

Vovsha et al. (2014) SVM <32 weeks Sensitivity- 0.57 

Specificity= 0.69 

Tran et al. (2016) Logistic regression, 

Random forest stochastic 

gradient boosting, 

randomised gradient 

boosting,  

<35 and <37 weeks AUC=0.81 

Esty et al (2018) Decision trees, neural 

networks 

<34 and <37 week AUC = 0.81,  

Specificity = 0.72 

Recall = 0.91,  

Weber et al (2018) K-NN, random forest, 

elastic net, Generalised 

Additive Models (GAM), 

ridge regression, lasso 

regression,  

20-32 weeks AUC = 0.67 

Prema and Pushpa Latha 

(2019) 

logistic regression, SVM  Recall = 0.84, 

Precision=0.84,  

Specificity = 0.73,  

Accuracy = 0.76 

Lee and Ahn, (2019) SVM, random forest, 

logistic regression, Naive 

Bayes, neural networks, 

decision trees  

>20 and <37 week Accuracy = 0.92 

Gao et al. (2019) SVM, gradient boosting 

(GB), linear regression 

(LR), and Long-term, 

short-term memory 

<28 week AUC=0.827,  

PVP=0.033 

sensitivity=0.965, 

specificity=0.698,  

Diah et al. (2020) the Naive Bayes algorithm 

and Artificial Neural 

Network (ANN) algorithm  

 Accuracy=6.14% 

ROC=0.025 

Koivu and Sairanen (2020) 

 

ANN, LR <37 week AUC of 0.64 

Belaghi et al., (2021) multivariable logistic 

regression 

 AUC (1st trimester) 68.5% 

and 73.4 %, 

(2nd t trimester) 72.4 % and 

78.2 % 

Rawashdeh et al., (2021) K-NN, random forest, 

neural networks, Naive 

Bayes classifier, decision 

trees,  

<26 week Accuracy = 0.95,  

Specificity = 0.94 

AUC = 0.98,  

Recall = 1.0,  
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Fig. 5 Comparison of classifiers 

3.5. Transvaginal Ultrasound 

Ultrasound waves are used to visualize and diagnose a 

variety of pathologies during a non-invasive vaginal 

ultrasound imaging exam. It entails the doctor inserting a 

probe into the vaginal canal to envision better and analyze 

the reproductive organ. The authors proposed segmenting 

the cervix using a convolutional neural network (UNet). 

Retrieve two physical and biological ultrasound markers 

from the resulting images: anterior cervical angle (ACA) 

and cervical length (CL). He employs classic machine 

learning classifiers such as SVM and Naive Bayes to 

classify the results. The Naive Bayes algorithm yields the 

best results, with an AUC of 78.13 percent, an accuracy of 

7.5%, recall of 74%, and precision of 85% [16]. The cervix 

is segmented and classified simultaneously on transvaginal 

ultrasound images. The Y-Net network, a convolutional 

neural network, is used in the algorithm. Our method 

outperformed advanced methods in predicting preterm birth 

from transvaginal ultrasound images. Shows the outcome 

Specificity = 0.97, recall = 0.68 [66]. 

After cerclage in the first 26 weeks of pregnancy, a 

decision support system predicts the duration of 

spontaneous delivery in a high-risk group. Assist physicians 

in defining the management timeline and reducing neonatal 

complications. The dataset's highly imbalanced class 

distribution problem was solved using SMOTE. After that, 

four classification models were used to create the prediction 

model:  Decision Tree, K-Nearest Neighbours (K-NN), 

Neural Network (NN), and Random Forest. The Random 

Forest algorithms produced excellent outcomes in terms of 

G-mean and sensitivity, with 0.96 G-mean and 1.00 

sensitivity values [67]. Following Table 3 compares 

classifiers using the TVS dataset, and Fig 6 gives the chart 

comparison of the dataset. 

 

Table 3. Comparison of Classifiers in TVS Dataset 

Authors Techniques Gestation week Results 

Wodarczyk et al. 

(2019) 

deep neural network, Support 

Vector 

 Recall = 0.74,                 

Precision = 0.85, 

AUC = 0.78,                    

Accuracy = 0.78,                 

Wodarczyk et al., 

(2020) 

U-Net, Fully Convolutional 

Network, and Deeplabv3 

Between 23 − 42 weeks Specificity= 0.97, Recall = 

0.68,  

Rawashdeh et al., 

(2020) 

Decision Tree, Random Forest, 

KNN, NN, linear regression, 

Random Forest, K-star Gaussian 

process and LWL 

<26 weeks AUC = 0.98,  

Recall=1.0, Specificity = 

0.94, 

Accuracy = 0.95, 
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Fig. 6 Comparison of classifiers 

Another study used layer-wise importance transmission 

to predict preterm birth using 3D convolutional NN. 

Backpropagation algorithm layer-wise relevance 

propagation allocates similarity scores per each input 

voxel in this case. The results of 157 magnetic resonance 

scans of newborn babies between the ages of 23 and 42 

weeks were used in this study. Therefore 94 % is accuracy, 

100 % is a true positive rate, and 86% is a true negative rate 

[68]. Together within the 2.09 window, 95 percent IC 

(2.090–2.097) predict the week of delivery. Health 

professionals can be alerted by addressing PTB risk factors. 

Elastic Net, Extreme Gradient Boosting, Linear Regression, 

Decision TreeRidge Regression, Quantile Ordinal 

Regression - LASSO have compared algorithms. The best 

method for determining gestation week and PTB can use 

EXtreme Gradient Boosting [69]. Below Fig 7 shows the 

preterm birth rate between 2017 to 2020. 

 
Fig 7. PTB Birth Rate 

0

20

40

60

80

100

120

Deep NN Deeplabv3 Fully CNN,U-NET DT,RF,KNN,NN

Chart Title

Recall Precision Accuracy Auc specificity

0

500

1000

1500

2000

2500

2017 2018 2019 2020

PTB Birth Rate

Normal birth PTB PTB/1000 normal birth



Dr. R. Surendiran et al. / IJETT, 70(5), 46-59, 2022 

 

57 

4. Conclusion 
A review of the current implementation of machine 

learning methods in perinatal medicine is done in this paper. 

Finally, interpretable ML applications are related to real 

data and results. The output is objective and helps identify 

the most key parameters for doctors. Continue to support 

ML exploration in this area to solve problems that could be 

used to reduce perinatal complications in a variety of health 

care settings. The usefulness of the ML model can also be 

improved by enlarging the data size and optimizing the data 

type. Centralized procedures for handling incomplete data, 

imbalance control, and specific instance groups also were 

necessary to accomplish more accurate and reliable results. 

According to the reviewed studies, machine learning 

methods can help optimize premature birth detection 

capability and provide information that can help recognize 

women with PTB. Finally, develop a dependable, objective 

method for evaluating labor and intervening earlier. 
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