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Abstract - The migration of people towards city and town areas is the dominant factor for urban development and financial 

policymakers of developing countries like India. In the last decades, numerous availability of satellite data and the increasing 

computational capability of machines have inspired for effective utilization of remote sensing technology for urban planning. 

There are various machine learning methods that can be employed for urban land area classification with different 

performance capabilities. This paper compares six object-based supervised machine learning classifier algorithms with 

regard to classification accuracy and execution time and investigates the sensitivity of these classifiers for numerous training 

samples sizes for the classification of the urban area of Surat city. Linear imaging self-scanner (LISS-IV) sensor data of Indian 

Remote Sensing Resources at-2 (IRS-R2) was utilized for this urban object-based classification (OBC) investigation. The effect 

of the number of training samples used for training the supervised machine learning classifier has been explored with 

reference to the kappa coefficient (KC) and overall accuracy (OA) with the Shepherd algorithm used as the segmentation step. 

The ensemble-based bagging and random forest (RF) algorithms have illustrated superior performance compared to the 

support vector machine (SVM) classifier for object-oriented classification of urban land. The k neighbors classifier (KNC) has 

shown the least performance accuracy with an OA of 85.37%. The object-based RF classifier has displayed the highest 

precision with OA of 93.45% and KC of 0.9 in order to classify an urban area. 

Keywords - Segmentation, Object-Based Classification (OBC), Machine Learning (ML), Very High Resolution (VHR), 

Random forest. 

 

1. Introduction 
The classification of earth observation imagery is an 

important approach of remote sensing technology for 

distinguishing areas having similar spectral characteristics. In 

a country like India, urbanization has provided a very good 

platform for the growth of production, revolution, and 

business in the infrastructure and service sectors. Millions of 

people have been employed in this transformation, and there 

are lots of opportunities in several industries, especially in 

the information and communication sectors in urban areas. 

But this migration of people in search of a better quality of 

life has generated different challenges like overcrowding of 

people, housing, slums settlements, transportation, waste 

management, pollution, and environmental challenges for 

urban planners and management authorities. Remote sensing 

technology with a rapid and large amount of accessible 

satellite data can be a convenient and efficient approach to 

studying the expansion of the urban area. A systematic step-

by-step approach is required for the classification of satellite 

images. The traditional classification methods called pixel-

based methods were found effective for low to medium 

resolution satellite data, where the size of the pixels was 

comparable with object dimensions, but for very high-

resolution satellite images, it is essential to combine the 

pixels having similar spectral attributes and form the objects 

[1], [2]. These objects are generated by the segmentation 

process and utilized in the succeeding processing steps of the 

object-based classification (OBC) method instead of pixels.  

 

In the last ten years, several machine learning (ML) 

methods have been used for diverse satellite data 

classification of various land use applications with pixel-

based approach [3]-[5] and object-based method [6]-[10]. D. 

C. Duro et al. [11] have summarized various studies on 

comparative analysis of pixel-based classification (PBC) and 

OBC using a wide range of satellite images and mentioned 

that OBC method had demonstrated higher perfection in 

terms of overall categorization accuracy. They have 
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http://creativecommons.org/licenses/by-nc-nd/4.0/
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demonstrated greater classification accuracy for OBC 

compared to PBC with a support vector machine (SVM), 

decision tree (DT), and random forest (RF) algorithms for the 

agriculture landscape. The object-based method has shown 

meliorated mapping for landslide detection of San Juan La 

Laguna, Guatemala, compared to pixel-based methods using 

very high resolution (VHR) satellite data [12]. The nearest 

neighbor (NN) classifier with fuzzy technique has been used 

for OBC of wildland-urban interface and shown better results 

compared to PBC [13]. The comparative analysis of 

multispectral and pan-sharpened image classification with 

pixel and object-based approaches using five supervised 

classifiers was carried out for the agriculture environment 

using QuickBird satellite image [14]. The object-based 

method has demonstrated higher perfection in respect of 

classification precision compared to PBC for all five 

algorithms and both types of images [14].  
 

B. Fu et al. [15] have inspected the RF algorithm using 

Gaofen-1 (GF-1), PALSAR, and Radarsat-2 satellite data for 

pixel and OBC techniques and obtained significant 

improvement in the accurate measurement for the OBC 

approach. E. M. O. Silveira et al. [16] have demonstrated 

OBC modeling as a feasible substitute for a conventional 

pixel-based method for classification of aboveground 

biomass of Brazilian forest with higher performance using 

RF algorithm. The object-based method has shown better 

results for the classification of Maiella National Park of Italy 

in terms of overall accuracy (OA) compared to pixel one for 

15m panchromatic band of Landsat-8 Operational Land 

Imager satellite data using random forest machine learning 

classifier with five spectral indices [17]. Z. Zhou et al. [18] 

have illustrated higher performance and less salt-and-pepper 

effects for OBC of WorldView-2 (WV-2) and QuickBird 

satellite data of coral reef environment of the South China 

Sea's Spratly Islands in contrast to the pixel-based method. 

The nearest neighbor (NN) algorithm with an object-based 

approach has exhibited statistically outstanding higher 

precision with an overall accuracy of 78.5% compared to the 

maximum likelihood classifier (MLC) with a pixel-based 

method with an overall accuracy of 69.5% for land cover 

mapping of tropical savanna [19]. The object-based image 

analysis methods are widely employed for change extraction 

applications for different land types for their higher 

performance compared to conventional methods for VHR 

satellite data [20]. The pixel-based DT technique and object-

based SVM process were analyzed and compared by Q. Wu 

et al. [21] for aerial and airborne lidar data. The object-based 

SVM technique has been found superior, with an overall 

accuracy of 92.71%, compared to pixel-based DT with an 

accuracy of 87.77% [21].  

 

The aforementioned studies indicated that the object-

based categorization technique is more suitable for VHR 

satellite image classification compared to pixel one. 

Numerous studies were performed for comparing various 

supervised classifiers with object-based methods. The OBC 

of urban land surface with four ML classifiers C4.5, DT, 

SVM, RF, and regression tree have been performed by T. 

Novack et al. [22] on WV-2 image with eight multispectral 

bands and QuickBird-2 (QB-2) imagery with four spectral 

bands. The highest accuracy obtained in terms of KC was 

0.95 for the RF algorithm and the lowest KC value acquired 

was 0.57 for the SVM algorithm for this object-based 

classification [22]. The Multi-scale OBC has been 

implemented with an object-based RF algorithm with two 

different earth observation satellite images and attained more 

than 85% classification accuracy [23]. The comparative 

examination of object-based SVM, NN, and pixel-level SVM 

classifier for discriminating salt cedar was executed by L. 

Xun et al. [24] with QuickBird imagery. The object-based 

SVM approach has performed better compared to the other 

two methods, with an OA of 94.6% and a kappa number of 

0.93. Y. Qian et al. [25] have analyzed the performance of 

the classification and regression tree (CART), SVM 

algorithm, normal Bayes algorithm, and k nearest neighbor 

(KNN) algorithm for OBC of the urban area using (WV-2) 

satellite imagery. The object-based SVM and NB classifiers 

have demonstrated superior performance with total accuracy 

of more than 90% compared to CART and KNN classifiers 

[25].  
 

D. Li et al. [26] applied object-based SVM and RF 

classifiers for the urban environment and reported higher 

performance of SVM for imbalance distribution of training 

data using WV-2 and WorldView-3 (WV-3) images. The 

OBC of 0.2 m spatial resolution images of the agricultural 

environment captured by unmanned aerial vehicles using 

SVM, RF, DT, and Naive Bayes algorithms were executed 

by M. Li et al. [27] and concluded that RF and SVM 

algorithms had shown remarkable higher performance 

compared to DT and naive Bayes classifiers. B. Melville et 

al. [28] have analyzed the performance of object-based RF 

algorithm for recognition of lowland native grassland 

communities using Landsat ETM+ and WV-2 datasets and 

achieved OA of 76.72% and 78.26%, respectively. The OBC 

of high-resolution hyperspectral images of mangrove species 

acquired using unmanned aerial vehicles has been carried out 

by J. Cao et al. [29] and reported that SVM has outperformed 

compared to the KNN algorithm. The SVM and RF 

classifiers have demonstrated better performance regarding 

the overall accuracy of OBC of agriculture crop study site 

compared to KNN and normal Bayes algorithms using 

multispectral images [30]. 
  

The earlier studies have compared various object-based 

ML classifiers for different land class applications with 

diverse satellite images. Most of the studies have focused on 

comparing three to four classification algorithms, and very 

few were for the urban landscape.  
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In this paper, six object-based classifiers have been 

evaluated for their effectiveness and accuracy for the urban 

area using VHR IRS R2 LISS -IV satellite data.  

• In the first part, the performance of six ML classifiers, 

KNC, SVM, gaussian naive Bayes (GNB), DT, 

Bagging, and RF, have been investigated for OBC 

with regard to classification accuracy and execution 

time using the shepherd algorithm for the 

segmentation step.  

• The second part of the paper demonstrates the 

sensitivity of these object-based classifiers for various 

training sample sizes with stratified random sampling 

techniques. 
 

2. Study Area and Data 
For comparative performance investigation of six object-

based classification algorithms in an urban area, Surat is 

chosen as a study region. Surat is a big industrial hub and 

commercial core of Gujarat. It is also famous for the 

diamond and cloth manufacturing business. People from all 

over India come here to work in Diamond manufacturing 

industry. 

 
Fig. 1 FCC images of the study area 

 

The satellite image of this urban region from the Indian 

Remote Sensing Satellite, acquired on 19 May 2020, was 

used as study data. This VHR earth observation image has a 

spatial resolution of 5m and was captured with LISS-IV 

(Linear Imaging Self-Scanner) sensors of the Resources at-

2 satellite of the Indian Space Research Organisation. The 

three spectral bands (Red, Green, and NIR) were stacked, 

and false-colour composites (FCC) image was generated. 

The subset image from this FCC image with a size of 3716 x 

3545 pixels has been utilized for the comparative 

classification study of the six object-based classifiers. This 

final FCC image is shown in Fig. 1.     

3. Methodology 
The comparative study of six ML classifiers for the 

classification of an urban area with an object-based method 

has been conducted with a LISS-IV image. The major 

implementation steps for this comparative performance 

exploration of object-based methods are mentioned in Fig. 2.   

 

 
Fig. 2 Workflow of object-based comparative assessment 

 

Three bands of red, green, and NIR of IRS-R2 satellite 

of LISS-IV sensors were stacked, and the FCC image was 

created from the multispectral satellite image of an urban 

area. This FCC image was used to generate proper objects in 

the segmentation procedure using the shepherd segmentation 

algorithm as the first important step of OBC. The normalized 

difference vegetation index (NDVI) image has been 

constructed and applied as an extracted feature in the 

classification step. This NDVI image is shown in Fig. 3. The 

parameters of the segmentation algorithm were tuned to 

obtain fine segmentation results. The segments from each 

class have been disassembled in training and examining 

datasets with the stratified random sampling method. In the 

next step, features from randomly selected training samples 

have been extracted and stored for classification function. 

These extracted features of training samples along with 

samples were used by the classification algorithm for the 

separation of input segments into proper classes. For more 
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accurate results classification algorithm's parameters were 

optimized with the grid search cross-validation (CV) method. 

The grid search CV was executed using scikit-learn [31]. The 

trained optimal models of ML algorithms were used for the 

classification of segments, and final classified images were 

obtained.  The testing objects were used for the acquisition of 

accurate statistics of the classified images. 

 
Fig. 3 NDVI image of the study area 

 

3.1 Image Segmentation 

This is the initial primary footstep of an object-based 

method for obtaining meaningful segments by splitting FCC 

images into spatially contiguous clusters of pixels with close 

spectral effects [32]. The segments have accumulated details 

like mean or average numbers from clusters of basic input 

image bands, and these details are eventually used in the 

classification of objects [23]. The segmentation inaccuracy 

because of segmentation as well as over-segmentation makes 

a major role in the accomplishment of object-based methods 

for VHR image classification. The under segmentation 

creates objects having pixels of collective classes, and these 

multiclass pixels in one segment would be assigned a 

particular class. Thus errors in the classification are 

generated [33]. An open-source remote sensing and GIS 

library (RSGISLib) [34] was used for constructing segments 

from FCC images with a shepherd segmentation algorithm 

[35]. A small amount of over-segmentation may incorporate 

objects of homogeneous classes into one segment [35], [36]. 

Therefore it was used in the segmentation parameter 

finalization.  

 

The shepherd algorithm is appropriate for an extensive 

range of sensors and substantially scalable to a vast area with 

elementary parameter tuning requirements [35]. In the initial 

step, seeding using the k-means clustering method is initiated 

on the image. The unsupervised k-means algorithm had 

shown preferable performance compared to various 

clustering algorithms like iterative self-organizing data 

(OData) and mean-shift [35]. In the next step, pixels are 

embarked to the relative cluster center, and labeled sectors 

are created, called clumping. These sectors or groups below 

minimum size are integrated into spectrally similar and larger 

size neighbors, and this task is called iterative elimination. It 

begins with the smallest groups and aims to bring down the 

number of clumps excessively. After reducing the number of 

clumps relabeling is performed for confirming sequential 

arrangements of clumps for systematic classification [35].     

 

The parameter k stipulates the number of initial groups 

in the k-means assembling action. The other important 

variable is the size of the clump up to which elimination of 

small clusters executes [35]. The spectral separation between 

classes is highly affected by parameter k representing the 

initial seeds of k-means. The under segmentation and over-

segmentation is controlled by the merit of k. The parameter 

tuning of the shepherd segmentation algorithm for obtaining 

the best result of segmentation was executed as per [37], [38] 

with a methodical trial and error approach along with visual 

examination. The parameters, maximum number of iterations 

was chosen at 100, and the number of seeds k was picked at 

60 for this algorithm.  

 

The detailed comparative assessment of this 

segmentation method has been explored by shepherd et al. 

using various satellite images with conventional 

segmentation techniques, for instance, the mean-shift 

algorithm employed in the Orfeo toolbox, the algorithm of 

Felzenszwalb and Huttenlocher, multiresolution 

segmentation technique utilized in recognition software and 

quick-shift method, and concluded that this segmentation 

method found dominant in major comparative measures [35]. 

 

3.2 Training Samples: Labeling and Selection 

The next succeeding step after image segmentation is the 

assignment of a proper label to each segment that was ended 

by visual exposition using QGIS software [39]. All the 

objects of the segmented image have been labeled in one of 

three classes vegetation, built-up and open land. After class 

labeling, objects from each class were segregated into 

training and testing objects. The precision of the 

classification process can be altered with the number of 

objects consumed for the training of ML classifiers [40]. At 

first, out of randomly selected 800 objects of each class, 160 

objects per class were kept for testing the performance of ML 

classifiers, and 640 objects of each class were consumed to 

train ML classifiers. The effect of the numerous training 

segments used to train the algorithms of the classifiers was 

explored for randomly selected 20, 50, 150, 250, 350, 500, 

and 640 segments from each class. 

   

3.3 Machine Learning Algorithms 

The k neighbors classifier (KNC) executes learning with 

k nearest neighbors at each node. KNC is a non-parametric 

[41] and straightforward instance-based machine learning 
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technique for classification. For a given unknown test 

segment, it looks at fork training segments nearest to test one 

by applying the distance function. The test segments are 

labeled based upon the type of the majority of the k neighbor 

segments [42], [43]. The number of neighbors to be 

considered, weights, and size of the leaf are the parameters 

tuned for getting the best object-based classification results.   

  

The non-parametric ML algorithm is called a support 

vector machine (SVM) and perpetrates to detect hyper-plane, 

which isolates the given data into a fixed amount of classes 

accordant with given training samples [44]. In binary 

classification, it allocates class labels from possible two 

classes to test segments. The prime attribute of the SVM 

algorithm is that it does not utilize all the training segments 

for the illustration of splitting hyperplane [44]. SVM is used 

frequently for satellite image classification because of its 

potential to operate strongly with compact training data 

compared to conventional techniques [45]. The 

regularization parameter C and the number of iterations to be 

executed are the critical variables that have been adjusted for 

proper classification results.     

 

Gaussian Naive Bayes (GNB) is a parametric and 

supervised ML algorithm established on Bayes's theorem 

employing naive conditional independence assumption 

among pair of features [46]. It approximates covariance 

matrices and mean vectors for each data type and applies 

them to assigning correct class labels to input segments [30]. 

GNB algorithm is ensuing gaussian normal distribution and 

assists continuous data with a simple and highly scalable 

approach for classification. 

 

Decision trees (DT) is a non-parametric ML algorithm, 

and it learns from straightforward rules concluded from 

features of training data. DT classifies the input data starting 

with the root node and directs it toward the leaf node. It 

forms a kind of tree in that branch node constitutes selection 

from available class and leaf node act for decisions [47].  

From numerous DT algorithms like iterative dichotomise 3 

(ID3), C4.5, C5.0, and CART, for object-based classification 

of this urban VHR data, the CART algorithm has been 

implemented using [31].  The Gini index computes the 

separation between possibilities scattering of sample features 

[47] and is considered as a node cleaving criteria to structure 

a tree. The highest extent of the tree and the kind of attributes 

required to be examined for node split were the prime 

parameters used in optimization to obtain the finest 

classification result.    

 

The ensemble technique integrates the outputs of various 

base classifiers to increase the fitness compared to a single 

estimator. In bagging classifiers, various random subsets of 

training data are used to construct the numerous instances of 

a base estimator, and their independent results are aggregated 

to provide a final accurate prediction. By creating 

randomness in bagging algorithm construction, the variance 

of the base classifier is reduced, and it makes the algorithm 

superior to a single base estimator [31]. In the implemented 

bagging method, a random subset of training data sets was 

drawn with replacement. The prime parameters considered as 

optimization parameters of the bagging classifier were the 

number of base classifiers and the number of characteristics 

to figure out the subset of the dataset.  

  

A random forest (RF) algorithm may be represented as 

an ensemble of weak classifiers like DT, where each DT 

provides a single vote, and the class having the most repeated 

answer is assigned to the input segment [48]. This ML 

classifier method was found by [49], and here, trees are 

combined with the replacement of a random subset, and 

attributes are also randomly picked out for the best division 

of each node. This ensemble technique has operated well 

with large dimensional data and evaluated the gravity of 

variables in the classification task [50]. The number stating 

the trees in the forest, amounts of attributes to examine for 

node splitting, and extreme depth of the tree was inspected as 

the foremost parameters for optimization of the RF classifier 

using [31].  

 

3.4 Validation and Accuracy Assessment 

The generalization errors are evaluated by applying k-

fold cross-validation (CV). Here, in the model validation 

technique, k subsets are prepared from available training 

segments, and the k-1 subsets are utilized for training the ML 

algorithm. Then the evolving trained model is authenticated 

on a residual subspace of training data [48]. The performance 

precision of CV is generated by calculating the average 

accuracy in the loop. Here parameter optimization of ML 

classifiers was accomplished by executing a 5-fold CV using 

the grid search CV module of [31].    

 

The overall or total classification accuracy is deliberated 

as a fraction of truly classified pixels and an entire number of 

pixels [51]. The division of rightly categorized pixels of a 

certain group and all the pixels of that class in reference data 

is considered as producer's accuracy (PA) or error of 

omission [48], [51]. The fraction of accurately classified 

pixels of a category and the summations of pixels 

categorized in this class is observed as user’s accuracy (UA) 

or commission error [48], [51]. The measurement of Cohen's 

[52] kappa coefficient (KC) using observed agreement (OA) 

and expected agreement (percentage of pixels observed 

correctly by chance) is elaborated by [53]. 

 

4. Results and Discussion 
The VHR image of the IRS R2 satellite of Surat with 5m 

spatial resolution has been subdivided with the help of the 

shepherd segmentation algorithm and classified with six ML 

classifiers through an object-based approach.  



Alpesh M. Patel & Anil Suthar / IJETT, 70(4), 135-145, 2022 

 

140 

Table 1. Precision comparison of KNC, SVM, GNB, DT, Bagging, and RF Classifiers  

Classes 
KNC SVM GNB DT Bagging RF 

UA PA UA PA UA PA UA PA UA PA UA PA 

Vegetation 0.88 0.95 0.88 0.97 0.97 0.96 0.96 0.97 0.96 0.97 0.96 0.97 

Open land 0.97 0.73 0.88 0.85 0.83 0.94 0.96 0.87 0.96 0.89 0.97 0.89 

Built-up 0.69 0.97 0.81 0.75 0.87 0.62 0.79 0.94 0.82 0.94 0.83 0.97 

OA 85.37 86.55 87.85 91.53 92.59 93.45 

KC 0.78 0.79 0.80 0.87 0.88 0.90 

ET 45.60 127.01 29.56 33.03 37.76 461.69 

 
Table 2. Comparison of OA (%) of KNC, SVM, GNB, DT, Bagging, and RF Classifiers for different TS per class 

Classifiers  
Number of Training Samples (TS)  

20 50 150 250 350 500 640 

RF 87.67 88.25 89.26 91.69 92.19 92.59 93.45 

Bagging 85.55 86.24 88.33 89.80 90.29 91.79 92.59 

DT 83.48 85.53 86.06 87.99 88.83 89.40 91.53 

GNB 83.59 86.83 87.75 87.80 87.82 88.01 87.85 

SVM 74.77 80.53 82.26 82.70 86.31 86.68 86.55 

KNC 80.93 83.77 84.70 84.65 84.93 85.35 85.37 
 

 
Table 3. Comparison of KC of KNC, SVM, GNB, DT, Bagging, and RF Classifiers for different TS per class 

Classifiers 

  

Number of Training Samples (TS)  

20 50 150 250 350 500 640 

RF 0.81 0.82 0.83 0.87 0.88 0.89 0.90 

Bagging 0.78 0.79 0.82 0.84 0.85 0.87 0.88 

DT 0.75 0.78 0.79 0.81 0.83 0.84 0.87 

GNB 0.73 0.79 0.80 0.80 0.80 0.81 0.80 

SVM 0.60 0.69 0.71 0.74 0.78 0.79 0.79 

KNC 0.70 0.75 0.77 0.77 0.77 0.78 0.78 
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(a) KNC 

 
(b) SVM 

 
(c) GNB 

 
(d) DT 

 
(e) Bagging 

 
(f) RF 

Vegetation                       Built-up                        Open-land 
 

Fig. 4 Classified images of (a) KNC, (b) SVM, (c) GNB, (d) DT, (e) Bagging, and (f) RF Classifiers 
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This VHR image was classified into three categories 

such as vegetation, open land, and built-up. The performance 

achievement of KNC, SVM, GNB, DT, bagging, and RF 

machine learning classifiers for urban study areas has been 

indicated in Table I. The stratified random sampling 

procedure was employed for differentiating the output of the 

shepherd segmentation algorithm into training and 

verification segments. 640 segments from all groups have 

been applied for the training of ML classifiers, and 160 

samples per class have been examined as test samples 

precision calculation. The various performance quantification 

like OA,  user’s accuracy (UA),  producer's accuracy (PA), 

and KC are calculated for the aforementioned six object-

based classifiers and demonstrated in Table 1. 

 

The built-up class demonstrates the urban development 

of the city area, and the vegetation class shows the effect of 

urbanization on the natural environment of a city area. The 

object-based DT has illustrated better OA and KC compared 

to KNC, SVM, and GNB classifiers. The execution time - ET 

is measured in seconds by taking an average of 10 executions 

of object-based classification for each ML classifier and 

shown in Table - I. The ensemble-based bagging and RF 

classifiers have indicated higher classification accuracy with 

regard to OA and KC.  The execution time of the RF 

algorithm was found to be worst compared to all other 

classifiers, but it has shown the highest OA of 93.45% and 

KC of 0.90.  The computation time of the DT classifier was 

found less compared to KNC and bagging algorithms. In the 

matter of class-wise UA and PA, the vegetation class has 

performed better for all six algorithms. GNB classifier has 

indicated greater accuracy with OA of 87.85% and KC of 

0.80, and it has shown better computation time compared to 

the SVM algorithm. The computation time of DT was 

noticed much less compared to SVM and RF classifiers. The 

ensemble-based bagging classifier has achieved a much 

lower execution time compared to RF, with precision 

statistics near to that of the RF classifier. 

 

The final classified output image of KNC, SVM, GNB, 

DT, bagging, and RF machine learning algorithms for urban 

study areas are illustrated in Fig. 4. In the object-based 

classified images, the built-up class was shown in light pink 

color, vegetation area was represented in light green color, 

and open land area was illustrated in light brown color. The 

misclassification of the built-up class for the classified image 

of the KNC algorithm can be noticed more compared to other 

classified images. A remarkable advancement in the 

classified images of DT, bagging, and RF classifiers can be 

envisioned compared to classified images of KNC, SVM, 

and GNB classifiers. 

 

      The sensitivity of KNC, SVM, GNB, DT, bagging, and 

RF machine learning classifiers was assessed using 20, 50, 

150, 250, 350, 500, and 640 randomly picked training 

samples (TS). The overall accuracy of these object-based 

classifiers with above mentioned randomly selected TS is 

shown in Table 2, and kappa statistics are mentioned in 

Table 3. The general observation can be stated that as the 

number of training segments is raised, the final 

categorization accuracy with regard to OA and KC is also 

raised for all the six classifiers. The increase in values of OA 

and KC can be observed higher for the initial columns of 

Table 2 and Table 3, and then the rise in the accuracy value 

is observed less. 

 
(a) 

 
(b) 

Fig. 5 (a) overall accuracy  and (b) kappa coefficient of KNC, SVM, 

GNB, DT, Bagging, and RF Classifiers 

 

Fig. 5 (a) and (b) display the accuracy of the 

classification of urban land obtained by KNC, SVM, GNB, 

DT, bagging, and RF machine learning classifiers in respect 

of OA and KC. The graph of OA and KC against 20, 50, 150, 

250, 350, 500, and 640 randomly picked training samples for 

object-based KNC, SVM, and GNB classifiers are illustrated 

in Fig. 6 (a) and (b). From these figures, it can be stated that 

GNB has demonstrated better performance with regard to 

both OA and KC compared to KNC and SVM algorithms for 

all the training samples. As the amount of training samples 

decreases, the precision of the SVM classifier reduces more 

compared to the other two classifiers. Fig. 7 (a) and (b) 

exhibit the variation in OA and KC of DT, bagging, and RF 
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(a) 

 

 
(b) 

 
Fig. 6 (a) overall accuracy and (b) kappa coefficient of KNC, SVM, and 

GNB classifiers for different TS per class 

 

Machine-learning classifiers for various randomly 

chosen training samples. From these line charts, OA and KC 

have been observed to be superior for RF classifiers 

compared to DT and bagging algorithms for all the training 

sample sizes.  

 

 
(a) 

 

 
(b) 

 

Fig. 7 (a) overall accuracy  and (b) kappa coefficient of DT, bagging, 

and RF classifiers for different TS per class 

 

Accuracy measurements OA and KC for DT classifier have 

been seen as smaller compared to ensemble-based bagging 

and RF algorithms. 

 

 The different accuracy statistics and comparison of 

six ML classifiers for classification of an urban area with 20, 

50, 150, 250, 350, 500, and 640 randomly selected TS have 

been mentioned in Tables I to III. The object-based RF 

algorithm has outperformed compared to the other five 

classifiers with regard to OA and KC for varied training 

segment numbers. 

 

5. Conclusion 
In the last few decades, a rapid increase in urbanization 

has been observed in developing countries such as India. The 

remote sensing technology with innumerable satellite data 

can be used effectively for urban planning and development. 

In this paper, KNC, SVM, GNB, DT, bagging, and RF 

machine learning classifiers were elaborated for urban land 

classification using the efficient object-based classification 

(OBC) method. The performance of these six supervised 

classifiers has been demonstrated and compared concerning 

overall accuracy (OA), kappa coefficient (KC), and 

execution time (ET) using LISS -IV very high-resolution 

multispectral data from the IRS R-2 satellite. A shepherd 

algorithm was used as a segmentation step in the object-

based urban landscape classification. The ensemble type 

bagging and RF algorithms have shown the best performance 

for OBC, with OA of 92.59% and 93.45%, respectively. In 

terms of execution time, the object-based DT classifier has 

performed better compared to bagging and RF classifiers.  

 

The sensitivity of these machine learning algorithms has 

been analyzed with various training sample sizes, and the RF 

classifier has performed better in this investigation. From this 

sensitivity analysis, it is observed that the accomplishment of 

these six machine learning classifiers with regard to OA and 
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KC increases with an escalation in the number of training 

segments. The GNB classifier has demonstrated the best 

results in terms of computation time compared to all six 

machine learning algorithms.  
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