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Abstract — Separating rotten fruit is a necessary process 

that helps build trust and credibility before sending fresh 

products to consumers. This work proposed improving the 

model for predicting the rotten fruit that applied deep 

learning technique. The developed models were built using 

the VGG16 Convolutional Neural Network architecture 

with 3,000 images of fresh and rotten fruits for training, 

validating, and testing. The result showed that the 
developed model from the concatenated images dataset, 

which applied the RGB, Laplacian o Gaussian, GrabCut 

algorithm, and Hue Saturation Value with Adaptive 

Gaussian Thresholding, gave the higher model efficiency 

than the model that made from the RGB images dataset. 

This model has a validation accuracy of 89.97% and the 

testing accuracy of 91.33% for predicting the fresh or 

rotten red fruit. 
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I. INTRODUCTION 

In this era, fruits continue to be popular and in demand 

in the market, especially people who want to take care of 

their health. Because fruits are the dietary supplement that 

contains nutrients such as protein, fat, vitamins, minerals, 

and fibers, which are suitable for health. Some people eat 
some fruit instead of the main meals, such as dinner, to 

help with weight control. Also, the fruits can be eaten 

immediately without any cooking process, making them a 

favorite for consumers. 

Each fruit is originated or cultivated in different 

locations worldwide according to the species and 

environment favorable to yield. In the same way, the 

demand for consumption is also around the world as the 

population continues to rise. This resulted in the 

transportation of many varieties of fruit spread all over the 

world. Sometimes it takes several days to transport and 

causes fruit to spoil. Although nowadays, transportation 
technology is modern and fast. Nevertheless, some 

environments, such as temperature and humidity, might 

result in fruit spoiling faster than usual. Additionally, if 

one fruit begins to spoil, it can become a breeding ground 

for bacteria, spreading and eventually causing other fruits 

to spoil. Therefore, separating the rotten fruit from 

packaging or fruit crate is essential first before consumers 

consume it. 

Many decades ago, workers from the fruit farm carried 

out the fruit classification and sorting process. Also, the 

market vendors further classified even the products in the 

distribution area or marketplace. The process is based on 

the human operator for the fruit classification, which takes 

time in the selecting process and is slow. It also increases 

production and distribution costs, which might result in 

higher fruit prices. Additionally, fruit separation by the 
manual and naked eye from humans, which are the 

traditional methods, can be inaccurate due to physical 

exhaustion during the working day. Thus, in the past few 

years, automatic fruit classification processes are gaining 

great attention and playing an important role, especially in 

the food industry, which requires massive production and 

reducing human labor costs. 

The automatic fruit classification processes were 

starting from the fruit harvesting stage. The automated 

system will analyze and verify the suitability of the fruit to 

be consumed until the process of sizing and sorting fruit 
into packaging. The most automated system mentioned 

relies on machine learning principles that allow the 

machine to be trained until the recognition is done or 

accurate. This technique requires a large amount of visual 

input or images for training and testing purposes. 

Currently, much research has been conducted on fruit 

classification and recognition. For example, image 

processing is applied to detect and classify diseases on 

fruit [1], while Balci et al. [2] assessed the Napoleon 

cherry number and dimension. Some studies applied 

Convolution Neural Network (CNN) for fruit detection 

[3][4] and fruit classification [5][6][7], including real-time 
classification by applied the image processing [8]. Thus, 

there are several studies focused on fruit classification and 

disease recognition by using image processing techniques, 

such as K-Means [9], Median Filter [10], Watershed [11], 

GrabCut algorithm [12], and Gray-level Co-occurrence 

Matrix [13]. 

Therefore, this research aims to improve and develop 

models for predicting freshness and rotten fruit based on a 

combination of image processing and CNN. The details of 

the development method are in Section 2, Section 3 

explains the experiment results, and then summarized in 
Section 4. 

 

https://ijettjournal.org/archive/ijett-v69i7p207
https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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II. METHODOLOGY 

Developing the improvement model for predicting and 

classifying fresh fruit and rotten fruit in this research 

consisted of 1) images dataset collection, 2) images 

processing, 3) CNN modeling, and 4) model evaluation. 

These processes were described as follows. 

A. Images Dataset Collection 

In this study, the authors collected photographic data of 
three red fruits: red apple, rose apple, and rambutan. Each 

fruit contains 500 images of fresh fruit and 500 rotten 

fruits. Thus, there are 3,000 images in total were applied to 

generate the CNN model. The researchers took each image 

with varying widths and height, ranging from 640 pixels 

up to 1,920 pixels in multiple angles through the camera 

on any smartphone, no matter the model or brand. 

B. Images Processing 

Before starting to build the CNN model, the researchers 
processed two sets of images for use in modeling as 

follows: 

a) Red Green Blue (RGB) images: All 3,000 photos of 

fresh and rotten fruit in RGB color were cropped into a 

square to center the fruit. Then resize the image size to 
only 224x224 pixels, as shown in Fig. 1. 

 

 

Fig. 1  The examples of the RGB images dataset 

b) Concatenate images: The RGB images dataset was 

used to produce a concatenated image by applying three 

image processing techniques, including Laplacian of 

Gaussian (LoG), grayscale without background, and Hue 

Saturation Value (HSV) with Adaptive Gaussian 
Thresholding (AGT) as follows: 

First, the LoG image processing this technique applied 

the Laplacian derivatives of the coordinate x and y pixels 

in (1) [14] with a filter dimension of 3x3 pixels in Hessian 

matrix [15], as in (2) [16]. The output image was 

illustrated in Fig. 2.  
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Fig. 2  The output of the LoG image processing 

Second, the grayscale without background image was 

applied using the GrabCut algorithm [17]. This technique 
conducted the Gaussian Mixture Model (GMM) to learn 

and generate the new pixel distributed in a graph for 

separating the foreground and background pixels. The 

weights of the graph were used to determine until the final 

pixel of the background was classified. Therefore, the 

RGB image has eliminated the background information 

then converted it to a grayscale image, as in Fig. 3. 

 

 

Fig. 3  The output of the grayscale image without 

background information 

Last, HSV with AGT image processing was conducted 

to find the region of interest (ROI) for the rotten area on 
fruit and reduce the glare and incident light on the fruit 

surface. At the starting process, the authors conducted the 

RGB without a background image that was generated in 

the previous state to control the red color on the fruit 

surface in HSV color by bitwise the pixels range between 

61 to 255 degrees. Then convert the pixels to the grayscale 

mode for processing with AGT. The AGT or Adaptive 

Gaussian Thresholding [18] was applied for eliminated the 

noises [19] and illumination in different surface areas. In 

this process, the grayscale image with HSV processed was 

blur by using the Gaussian blur technique and adjusted the 
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thresholding value to 255 degrees. Thus, only pixels whose 

color differs from the main surface of the fruit and does 

not glare will be left. The example of the output image was 

shown in Fig. 4. 

 

 

Fig. 4  The output of HSV with AGT image processing 

All three processed images were combined with RGB 

images to create a single image using a concatenated 

images technique in a square shape. Then resize these 

images to 224x224 pixels for use in creating the CNN 

modeling process. The final output of concatenated image 

is shown in Fig. 5. 

 

 

Fig. 5  The example of concatenated image dataset 

C. CNN Modeling 

At this stage, two datasets were used to build the CNN 

models. Each of the two datasets was split into 70% (2,100 

images), 10% (300 images), and 20% (600 images) for 

training, validating, and testing the models, respectively. 

The authors applied the VGG16 model, which was 

presented by Simonyan and Zisserman [20], for the CNN 

modeling. The developed model consisting of thirteen 
convolutional layers with Rectified Linear Unit (ReLU) 

activation function, five max-pooling layers, a single 

flatten layer, and three dense layers. The last dense layer 

includes the softmax function for classifying the class 

output possible to one of six classes. The total trainable 

parameter was 134,285,126 paramters. The developed 

model architecture was described in Fig. 6. 

 

 

Fig. 6  The proposed CNN model architecture of the 

rotten fruit prediction 

For the processing of CNN modeling, it was set the 

batch size of 32 with a learning rate of 0.001. A training 

epoch was defined at 200 epochs while the early stopping 

was activated to solve the overfitting during the training 

process. 

D. Model Evaluation 

The developed models were evaluated during the model 
testing processing in terms of accuracy, precision, recall, 

and F-measure, which were calculated in (3), (4), (5), and 

(6) [21][22][23], respectively. 

 

 
TP TN

Accuracy
TP TN FP FN




  
 (3) 

 
TP

Precision
TP FP




 (4) 

 
TP

Recall
TP FN




 (5) 

 
2 Precision Recall

F measure
Precision Recall

 
 


 (6) 

Where: 

TP refers to predicted positive, and it is true; 

TN refers to predicted negative, and it is true; 
FP refers to predicted positive, and it is false; 
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FN refers to predicted negative, and it is false. 

Further, the models were evaluated using the 

normalized confusion matrix and cross-entropy function 

during the validating processing. The cross-entropy was 

calculated in (7) [24][25][26]. 
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Where: 

m represents the number of inputs; 

n represents the number of classes; 

yi,j represents the input i on class j; 

pi,j represents the prediction of the probability of input i 

on class j. 

II.  RESULTS 

Two models were developed base on different datasets 
and were evaluated in term of cross-entropy validation, the 

model testing effectiveness, and normalized confusion 

matrix as follows: 

A. The Result of Cross-Entropy Validation 

The model with the RGB images dataset was stopped 

training at the end of the 34th epochs. The validation 

accuracy was 77.21%, and the validation loss was 8.13%. 

For the model with the concatenated images dataset, this 
model was stopped after training through the 75th epochs. 

The model gave the validation accuracy of 89.97% and the 

validation loss of 4.98%. The comparison results of the 

validation accuracy and validation loss of the developed 

model with the RGB images dataset and the concatenated 

images dataset was shown in Fig. 7. 

 

 

Fig. 7  The comparison of the validating models 

B. The Result of the Model Testing Effectiveness 

Both models were tested with 600 images in terms of 

accuracy, precision, recall, and F-measure. The result of 

the model comparison was shown in Table I. The model 
developed with the concatenated images dataset gave the 

accuracy was 91.33%, the precision was 91.44%, the recall 

was 90.82%, and the F-measure was 91.13%. While the 

model which was built from the RGB images dataset gave 

the model effectiveness values were 79.67%, 81.03%, 

77.81%, and 79.39% for the accuracy, precision, recall, 

and F-measure, respectively. 

TABLE I 
THE MODEL TESTING EFFECTIVENESS RESULTS 

Dataset 
Accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F-measure 

(%) 

RGB images 79.67 81.03 77.81 79.39 

Concatenated 

images 
91.33 91.44 90.82 91.13 

C. The Result of Normalized Confusion Matrix 

The results of the models tested and normalized to the 

confusion matrix were shown in Fig. 8 and Fig. 9 for the 

RGB images dataset and concatenated image dataset, 

respectively. 

 

Fig. 8  The model testing result of the RGB image 

dataset 

 

Fig. 9  The model testing result of the concatenated 

image dataset 

According to Fig. 8 and Fig. 9, the model generated 

from the concatenated images dataset gave the accuracy 

higher than the model from the RGB images dataset. 

III.  CONCLUSION 

There is a wide range of research and innovations in 
fruit inspection and sorting, ranging from cultivation, 

harvesting, packaging, and transportation from farm to 

store to distribute products to consumers. Nevertheless, 

sometimes, the unsuitable environment results in fruit 

spoilage before delivery to customers. This research 

developed two models for fruit recognition and predicting 
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the freshness or spoilage of fruit using the CNN approach 

based on VGG16 architecture. The first model was 

developed from the RGB images dataset, while the second 

model has developed from the concatenated images dataset, 

including RGB image, LoG image, grayscale without 
background image, and HSV with AGT image. 

The research found that the red fruit consisting of red 

apple, rose apple, and rambutan could be determined 

freshness or rotten fruit using the CNN model effectively 

because it could be considered the different conditions on 

the fruit surface and spoiled area. Furthermore, the result 

showed that the developed model generated from the 

concatenated images dataset is suitable for predicting the 

rotten fruit in this work. This model gave the validation 

accuracy of 89.97% and the validation loss of 4.98% 

during the validation processing. In the model testing 

processing, the accuracy was 91.33%, the precision was 
91.44%, the recall was 90.82%, and the F-measure was 

91.13% for this model, which was higher than the model 

effectiveness from the RGB images dataset. It could be 

said that the concatenated images could improve the 

prediction of rotten red fruit using the convolutional neural 

network. 

For further work, the image augmentation would be 

conducted to a new dataset and build several model 

architectures for comparison the model efficiency. A 

suitable developed model would be applied for hardware 

development on the Internet of Things-based and 
implement for the food industry. 
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