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Abstract - The Split Radix FFT processor is primarily 

used for low-power FFT processors. It necessitates fewer 

mathematical operations. FFT, in the traditional sense, 

demands greater power and area. However, the proposed 

SDF SRFFT approach uses less power, is faster, and has 

a shorter delay. In addition, the twiddle factor 
multiplication in this SRFFT is performed using the New 

Distributed Arithmetic (NEDA) technique, which lowers 

the chip area. The SRFFT implementation is designed 

with the XILINX ISE Tool and implemented on FPGA 

Spartan6. For various types of acoustic noise, the SNR is 

improved. Python3 is used to lower voice noise using the 

suggested SRFFT architecture. 

Keywords — Fast Fourier Transform, Butter Fly Unit, 

Processing Element, Single Delay Feedback, New 

Distributed Arithmetic, Distributed Arithmetic. 

I. INTRODUCTION 

In the field of digital signal processing, the FFT is 

critical; low power, high-speed processors, require OFDM 

systems, which require 256-to-8192-point DFT. The 
complexity of FFT was lowered by Cooley and turkey 

from DFT N2 to FFT N/2log2N. They create algorithms 

that are both fast and simple [2]. Where N=N1N2 and N1 

and N2 are co-prime, a good mapping is utilized to 

partition the transfer function into different length FFTs 

[3]. To overcome the nesting of multiple multiplications, 

Winograd in 1974 created the Winograd Fourier 

Transform Algorithm [4]. This approach uses less 

multiplication but is more complex structurally and takes 

longer [5,6]. After dividing, the prime factor algorithm 

spits out two transforms: prime length and 

Multidimensional DFT's Higher Radix Algorithm, both of 
which are computed using FFTs. In [7,8,9], this approach 

minimizes the complexity of the Multiplication and 

Addition operations. The R4 method is less complex and, 

as a result, quite popular. Split Radix Fast Fourier 

Transform was devised by P. Dhumel and H. Hallman in 

1984 [10]. (SRFFT). This algorithm calculates the even 

and odd components in Radix-2 and Radix-4, respectively. 

This demonstrates that the mixed-radix algorithm uses 

fewer sum and product calculations. This results in simple 

structural flow graphs, which are described in the sections 

that follow. The R2/R4/R8 computation is simpler than the 

SRFFT. The disadvantage of SRFFT is that it is unable to 

present with all powers of 2n. Each structure necessitates 

the use of two operations: sum and product. To achieve 

fast speed, low hardware cost, and efficient power usage, 

the Multiplication of Phase factor is applied. Booth 

Multiplier, CORDIC, DA, and CSD are four ways of 
implementing phase factors [11]. Booth and CORDIC take 

up more space and cost more money. As a result, when the 

canonical sign Digit Multiplier is applied in [12], the Area 

and Cost are likewise increased. To remedy this issue, in 

1968, the Zohar [13] was published. It is the inventor of 

Distributed Arithmetic, which uses a Lookup Table to 

compute the multiplication (LUT). The majority of 

mathematical equations in DSP in SOP form can be easily 

obtained using DA. Abraham created an IIR digital filter 

based on the DA Algorithm in order to gain a better 

outcome while utilizing SRFFT with DA to save register 
word length. The key benefit of this technology is that it 

uses less space and power while also increasing the speed 

with which Radix 2 architecture can be performed 

[14,33,28]. By utilizing the data flow graph of the FFT 

[15], a novel algorithm introduces in ‘in place'.For various 

real-time DSP applications, such as DCT DWT, the MAC 

unit is implemented using Distributed Arithmetic. For 

storing product terms in a ROM, DA is implemented by 

MAC to a preset LUT. The inner product of two 

multidimensional vectors is computed by DA. To avoid 

rescaling of input data, Joshi implemented the DA 
Algorithm-based SRFFT in 2013 [14]. This increases the 

result's dimension while also increasing the memory 

requirement. To solve this drawback, pick both multiple 

terms as fixed coefficients. NEDA [16] is the name of this 

approach. For various real-time DSP applications, such as 

DCT, DWT, the MAC unit is implemented using 

Distributed Arithmetic. For storing product terms in a 

ROM, DA is implemented by MAC to a preset LUT. DA 

In NEDA, the inputs are replaced with coefficients, 

resulting in a memory-less DA architecture. The Shift adds 

algorithm is used in the NEDA computation. To come up 

with NEDA Mathematically, to show that the two's 
complement addition approach is superior to the internal 

product method, a minimal number of moves at the end 

[17]. DA. 

The first section of this article contains a quick 

introduction to FFT. The Split Radix FFT is reviewed in 

https://ijettjournal.org/archive/ijett-v69i12p209
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Section 2. The suggested NEDA-based SDFSRFFT is then 

shown in Section 2. The noise improvement utilizing 

FFT/IFFT with filtering is shown in Section 4. Section 5 

contains the results and discussion, as well as the 

conclusion. 

II. DESIGN OF SPLIT RADIX FFT 

The signal flow graph for SRFFT is depicted in Figure 

1. When N point DFT is decimated, it produces one N/2 

point DFT without phase factor and two N/4-point DFTs 
with a phase factor. Figure 2 depicts the SRFFT 

Processing Element. The calculation is completed in one 

step. 

 
Fig. 1 Basic Block Diagram of Split Radix FFT 

 

 
Fig. 2 Flow diagram for SRFFT with acceptable input 

 

The number of complex multiplication and addition 
using Split Radix SDF FFT is given as 

Number of complex Multiplication represented in 

 

RM = N log 2 N – 3N +4    (1) 

 

Amount of complex Addition represented in 

 

RA= 3Nlog 2 N – 3N +4    (2) 

 

The drawback of DFT is it requires more computation. 

If sample N increases, the amount of product and sum also 

increase. To overcome this drawback goes for FFT reduces 

the amount of product and sum is N log2N and N/2 log2N.  

This section briefly presents the SR FFT and its signal 

flow diagrams. The Analysis function of DFT is 

represented as 

 

X (K) = ∑ 𝑥(𝑛)𝑊𝑁
𝑛𝑘𝑁−1

𝑛=0     (3) 

Where K = 0 to N-1 

 

Where 𝑊𝑁
𝑛𝑘 It is called the twiddle factor or phase factor. 

The even and odd components of X(K) can be splatted into 

 

X (2K) =∑ (𝑥𝑛 + 𝑥
𝑛+(

𝑁

2
)
)𝑊𝑁/2

𝑛𝑘𝑁/2−1
𝑛=0    (4) 

 

Where K = 0 to N/2-1 

 

X (2K+1) =∑ (𝑥𝑛 − 𝑥
𝑛+(

𝑁

2
)
)𝑊𝑁/2

𝑛𝑘𝑁/2−1
𝑛=0   (5) 

 

Further decomposes odd component into X (4K + 1) and 

X(4K + 3), The even and odd component of split radix 

FFT expressed as 

 

X (2K) =∑ (𝑥𝑛 + 𝑥
𝑛+(

𝑁

2
)
)𝑊𝑁/2

𝑛𝑘𝑁/2−1
𝑛=0   (6) 

 

𝑋 (4𝐾 + 1)  = ∑ (𝑥𝑛 − 𝑗𝑥
𝑛+(

𝑁

4
)
− 𝑥

𝑛+(
𝑁

2
)
+

𝑁/4−1
𝑛=0

𝑗𝑥
𝑛+(

3𝑁

4
)
)𝑊𝑁

𝑛𝑊𝑁/4
𝑛𝑘     (7) 

 

Where K =0 to N/4-1 

 

𝑋 (4𝐾 + 3)  = ∑ (𝑥𝑛 + 𝑗𝑥
𝑛+(

𝑁

4
)
− 𝑥

𝑛+(
𝑁

2
)
+

𝑁/4−1
𝑛=0

𝑗𝑥
𝑛+(

3𝑁

4
)
)𝑊𝑁

3𝑛𝑊𝑁/4
𝑛𝑘      (8) 

 

Where K =0 to N/4-1 

III. ANALYSIS OF NEDA 

This approach is mostly used in MAC units for various 

DSP applications. It is primarily utilized in DCT, FFT, and 

other similar applications. Implementation of the National 

Economic Development Act (NEDA), which strengthens 

the qualities of Area, Power, and Swiftness. The NEDA 

Expression is calculated as follows: 

The internal product can be expressed below 

Z=∑ 𝐶𝑖
𝐾
𝑖=1 𝑋𝑖    (9) 

 

Where 𝐶𝑖 the constant in is fixed coefficient and 𝑋𝑖 Is the 

input variable. Equation (9) expressed in the matrix form is 

given as 

Z=⌈𝐶1 𝐶2 … 𝐶𝐾⌉ [
𝑋1

⋮
𝑋𝐾

]    (10) 

To represent both 𝐶𝑖 and 𝑋𝑖 in 2’s complement form 

 

𝐶𝑖 =−𝐶𝑖
𝑀2𝑀 + ∑ 𝐶𝑖

𝐾2𝐾𝑀−1
𝐾=𝑁    (11) 

 

Where 𝐶𝑖 is either 0 or 1, K = N, N+1,…M. and 𝐶𝑖
𝑀 Is the 

sign bit. Apply eqn no (11) in (10) 

 

Z=[−202−1 … 2−12] ⌈
𝐶1

0 … 𝐶𝐾
0

… … ⋮
𝐶1

12 … 𝐶𝐾
12

⌉ [
𝑋1

⋮
𝑋𝐾

]  (12) 

 



Mr.C.Ramesh Kumar & Dr.M.P.Chitra / IJETT, 69(12), 66-73, 2021 
 

68 

The matrix containing 𝐶𝑖
𝐾 is the sparse matrix either 0 or 1. 

eqn (9) expressed as 

Z=[−202−1 … 2−12] [
𝑊0

⋮
𝑊12

]    (13) 

 

Where [
𝑊0

⋮
𝑊12

] = ⌈
𝐶1

0 … 𝐶𝐾
0

… … ⋮
𝐶1

12 … 𝐶𝐾
12

⌉ [
𝑋1

⋮
𝑋𝐾

]   (14) 

 

 NEDA operation is discussed below 

Y=[𝐶𝑂𝑆 
𝜋

8
  𝐶𝑂𝑆 

𝜋

4
] [

𝑊0

⋮
𝑊12

]   (14) 

Y =[−202−1 … 2−12]

[
 
 
 
 
 
 
 
 
 
 
 
0 0
1 1
1 0
1 1
0 1
1 1
0 0
0 1
1 0
0 0
0 0
0 0
0 0]

 
 
 
 
 
 
 
 
 
 
 

[
𝑋1

𝑋2
]   (15) 

Equation (14) may be written as 

Y=[−202−1 … 2−12]

[
 
 
 
 
 
 
 
 
 
 
 
 

0
𝑋1 + 𝑋2

𝑋1

𝑋1 + 𝑋2

𝑋2

𝑋1

𝑋1 + 𝑋2

0
𝑋2

𝑋1

0
0
0 ]

 
 
 
 
 
 
 
 
 
 
 
 

   (16) 

Apply precise shifting we rewrite the equation is 

Y=[2−12−22−32−42−52−62−82−9]

[
 
 
 
 
 
 
 
 
 
 
𝑋1 + 𝑋2

𝑋1

𝑋1 + 𝑋2

𝑋2

𝑋1

𝑋1 + 𝑋2

𝑋2

𝑋1
]
 
 
 
 
 
 
 
 
 
 

 (17) 

 

When eqn(16) is compared to eqn(15), the number of 

adders in eqn(16) is reduced (15). With the use of 

mathematics shift, a product can be comprehended. As a 

result, NEDA-based architectures are less complex than 

traditional MACs that lack a multiplier and ROM. 

 

IV. PROPOSED ARCHITECTURE 

 
Fig.3. Functional diagram of proposed Split Radix FFT 

using NEDA 

 

Figure 3 shows a functional diagram of a Split Radix 

FFT utilizing NEDA. Three phases are required in an 8-

point FFT. (N= 2n) Here, the number of DFTs is N, and 

the number of stages is n = 3. The buffer can be connected 

between each step to store the outcome of that stage; for 

example, the yield of the first stage can be fed into the 

input of the second stage, and vice versa. NEDA was used 
to multiply the twiddle factors. FFT input is delivered 

through serial in this manner, allowing ‘DEMUX' to be 

implemented on the input side. The suggested 64-point 

DFT with an 8 X 8 data width. Two input flow graphs can 

be implemented in the final stage of SRFFT. It does 

complex addition and multiplication with two inputs. As a 

result, a buffer can be used between the steps. It took three 

stages in total. Each stage is divided into PE and NEDA 

blocks. NEDA is made up of merely a shifter and an adder, 

with no ROM. Figure 4 depicts the data flow diagram for 

Pipeline SDF SRFFT. . In the first cycle, incoming sample 

data is kept in a FIFO until it reaches the inputs of the 
Radix-2 BFU, at which point it receives the feedback 

FIFO's input. Delay Feedback refers to the BFU's output 

being fed back to the FIFO. During each clock cycle, data 

is either read from or written to the memory. Each First In 

First Out has a 100% use percentage 

.  

Fig 4 signal flow graph of 8-point SRFFT  



Mr.C.Ramesh Kumar & Dr.M.P.Chitra / IJETT, 69(12), 66-73, 2021 
 

69 

 
 

Fig. 5 Functional Diagram of Pipeline FFT 

Architecture (PFA) 

 

V. EXPERIMENT IMPLEMENTATION OF R22 

SRFFT 

Simulations are run using XILINX ISE Tools, and the 

Sparton 3 FPGA board is configured using the system 

generator. MATLAB is used to simulate the procedure, 
which is supported by the XILINX ISE Platform. 

A. SPEECH ENHANCEMENT USING SRFFT 

The following procedure is used to degrade the noise 
from the original speech signal. Noise removal in speech 

signal using Python 3.  

1. The noisy audio clip is subjected to an SRFFT. 

2. Statistics are calculated using the noise's SRFFT (in 

frequency) 

3. Based on the noise data, a threshold is calculated. 

4. The signal is subjected to an SRFFT. 

5. The signal FFT is compared to the threshold to create a 

mask.  

6. A filter is used to smooth the mask over frequency and 

time. 

7. The mask is inverted and applied to the signal's SRFFT. 

VI. EXPERIMENTAL OUTPUTS AND 

DISCUSSIONS 

The 16-point conventional FFT and R22SRFFT 

processor simulation results are obtained. In figure 6 

shows the 16-point conventional FFT; it is observed to 

occupy more area and delay. To implement conventional 

FFT, more multipliers and adders are required. The 

hardware complexity is also more. Figure 7 shows the 

RTL schematic of 16-point conventional FFT output. 

Figure 8 shows the RTL schematic of 16 points 

conventional FFT.  Figure 9 shows the timing report for 16 
points conventional FFT. Figure 10 shows the timing 

report for 16-point SDF SRFFT. Figure 11 shows the 

simulation out Put of 16 point SDFSRFFT. Figure 12 

shows the RTL schematic of 16-point SDFSRFFT In 

Figure 13 shows the Design utilization summary for 

conventional FFT. Figure 14 shows the Design utilization 

summary for SDF SRFFT. The audio input is shown in 

Figure 16. The audio input after the addition of White 

Gaussian noise is shown in Figure 17. The noise 

eliminated Enhanced Speech signal is shown in Figure 18. 

The output of the spectrogram is shown in figure 19. 

Performance analysis of before and after Filtering response 

shown in Figure.20. 

 
Fig .6 Simulation result of 16 points conventional FFT 

Input 

 
Fig 7 Simulation result of 16 points convolutional FFT 

Output 

 
Fig 8 RTL schematic of 16 points conventional FFT 
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Fig 9 Timing report for conventional FFT 

 
 

Fig 10 Design utilization summary for conventional 

FFT 

 

 
 

Fig 11 Simulation result of 16 point SRFFT Output 

 

 
Fig  12  RTL schematic of 16 points SR FFT 

 

 
Fig 13 Design utilization summary for SDF SRFFT. 

 

 
Fig  14  Timing report for conventional  FFT 

 

 
Fig15 Performance analysis of Existing SDFFFT and 

proposed R22 SDFFFT 
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Fig 16. Audio input 

 

 
Fig 17. Plotting audio data after addition of White Gaussian Noise 

 

 
Fig 18. Noise added audio signal is removed by using R22SDFSRFFT output 

 

 
Fig 19. Output spectrogram 

 

 

The Comparison result of conventional FFT and proposed R22SDFSRFFT is shown in Table 1. It is observed that, 

compared to Conventional FFT, the proposed FFT occupies less Area and time delay. 
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TABLE.1 RELATIVE RESULT OF CONVENTIONAL 

FFT VS. PROPOSED R22 SDF SRFFT 

Types of 

Parameters 

Existing 

R2SDF 

FFT 

Proposed 

R22SDFSRFFT 

Percentage 

Reduction 

% 

Number of 

slice register 

3101 2100 32.27 

Number of 

Slice LUTs 

4911 4386 10.69 

Delay(ns) 5.949 4.189 29.58 

Power(W) 2.197 1.519 44.63 

Number of 

flip flops 

2019 1500 20.18 

Number of  

bonded 

IOBs 

1026 926 10.25 

The Development of SNR in different noises is shown in 

Table 2. It is observed that the 30 to 40% SNR ratio is 

improved after applying the proposed SRFFT Filter. 

 

TABLE 2 DEVELOPMENT OF SNR RATIO FOR 

DIFFERENT TYPES OF NOISES 

Various Noises SNR Ratio input 

before Filtering 

(db) 

SNR Ratio 

Output after 

Filtering (db) 

White Gaussian 
Noise 

11.4 22.3 

Thunder 8.76 11.35 

Engine  0.89 5.23 

Boing 5.7 11.76 

 

 

Fig 20. Performance Analysis of SNR Before and After 

Filtering 

VII. CONCLUSION 

This paper deals with the multiplier-less NEDA-based 

R22SDF SRFFT architecture. This architecture is 

implemented for 16-point complex inputs. Implementations 

are carried out using XILINX ISE Tools and configured 
using Spartan 6 FPGA. Comparing conventional FFT with 

Proposed SDFSRFFT shows the reduction in the following 

attributes: 10.69% reduction in LUTs, 32.27% reduction in 

Slices, 29.58% reduction in Delay, thus providing a reduced 

number of computations with better performance. Finally, 

speech enhancement is achieved by increasing the SNR 

ratios after SRFFT Filtering with various ambient noises.  

This method is suitable for DHA. 
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