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Abstract - In this age of digital content, a movie recommendation system is essential for users to recommend highly accurate 

and efficient personalized movies and services. Over the past decade, researchers have been studying recommendation 

algorithms, and they have been implemented on various platforms, including e -commerce and movie streaming services. 

However, traditional recommendation algorithms suffer from cold -start and sparsity problems. The proposed CNNTWSVM 

movie recommendation system, which integrates the Convolutional Neural Networks (CNN) with Twin Support Vector Machines 

(TWSVM), was presented in this paper. The experimental performance evaluation of the CNNTWSVM personalized movie 

recommendation system against traditional algorithms, including Matrix Factorization, Autoencoder, Neural Collaborative 

Filtering, and standard CNN models, using the 1M MovieLens dataset. The results show the proposed CNNTWSVM model 

outperforms, achieving the lowest root mean squared and mean absolute errors of 0.805 and 0.63. The proposed CNNTWSVM 

model minimizes prediction errors effectively. It achieves the highest values of accuracy (95.2%), precision (97.5%), recall 

(89.0%), normalized discounted cumulative gain (89.0%), diversity (94.7%), and serendipity (93.2%). The proposed 

CNNTWSVM personalized movie recommendations system recommends accurate and relevant movies and also exposes users to 

a diverse selection of lesser-known yet engaging movies according to their preferences. 

Keywords - Collaborative filtering, Twin support vector machines, Convolutional Neural Networks, Recommendation system.

1. Introduction  
In today's digital era, we have easier access to more 

information than ever before. According to the decision-

making theory, the availability of a large volume of 

information makes the poorest decision rather than people 

helping them make the right decision and reach the goal [1]. 

Information overload is a by-product of the mobile and digital 

revolution, and it is becoming a  significant issue. The large 

amounts of online information are available; then , the 

information overloading problem is faced by users. This issue 

creates the problem of anxiety and overwhelm. A 

recommendation system filters the information and provides 

personalized suggestions according to the user’s interests. 

These systems resolve the issue of information overload [2]. 

The first recommendation system appeared in the mid-1990s; 

since then, it has been the main focus of research [1]. Many 

websites and platforms use recommendation systems, such as 

e-commerce websites, YouTube, Spotify, news, movies, etc. 

[2]. A recommendation system uses two types of data: textual 

profiles or keywords that contain the user-item interactions 

and ratings that contain the purchasing behaviours of items 

and users [3]. Recommendation systems are categorised into 

Content-Based filtering (CB), Collaborative Filtering (CF) 

and a hybrid approach. Collaborative filtering is 

recommending items to users based on the preferences of 

other similar users that are liked them in past. CB recommends 

the items to users according to their own profile features that 

they have liked in past. These models mainly focused on user 

profiles [4]. A hybrid approach is the combination of the 

advantages of collaborative and content-based filtering 

techniques; it provides a more robust and effective 

recommendation system [5]. 

Nevertheless, every recommendation technique has its 

own advantages and limitations. Today, traditional methods 

like matrix factorization, autoencoder and CNN face data 

sparsity challenges. As well as class imbalance, lack of 

decision boundaries, and the problem of information 

obsolescence and diversity due to the limited recommendation 

[6, 7]. The matrix factorization suffers from a non-linear 

relation, auto encoders struggle with over-fitting, and neural 

collaborative filtering has a scalability issue. A convolutional 

neural network extracts features, but their primary drawback 

is that they lack classifiers.  

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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Multilayer neural networks are used to extract complex 

information from input data. It recommends a more accurate 

recommendation even if the information is incomplete. Deep 

learning has been integrated into recommendation systems 

during the past decade; it has been highly effective and 

successful on a variety of tasks [8-10]. 

A CNN is a widely used model. It can be applied to 

recommendation systems for processing and analyzing the 

data . CNN is used in recommendation systems for analyzing 

and extracting the relevant features of movies from the 1 M 

Movielens datasets. The CNNTWSVM is a novel approach; 

in this paper, we integrated the Convolutional Neural 

Networks (CNN) [11] with Twin Support Vector Machines 

(TWSVM). 

The proposed CNNTWSVM model is used for feature 

extraction, and TWSVM is recognized for building high-

performance classifiers [12, 13]. It has improved the 

personalized recommendation and distinguished between user 

preferences and recommended movies according to users' 

preferences in the recommendation system. 

In this paper, the CNNTWSVM Movie Recommendation 

System is an integration of CNN and TWSVM algorithm. By 

harnessing the feature extraction abilities of CNN and the 

classification power of TWSVM, this system provides a 

refined, personalized movie-watching experience, making it a  

promising innovation of movie recommendation 

systems.                          

The key contributions of the paper: 

1) Introduce a novel hybrid CNNTWSVM movie 

recommendation model that integrates CNN with  

TWSVM. This convergence effectively extracts complex 

and meaningful features from MovieLens, which are 

crucial for making accurate recommendations and have 

the potential to understand user behaviour better. 

2) The CNNTWSVM model allows for highly personalized 

movie recommendations by using movies and user 

features.   

3) The CNNTWSVM model closes the gap between the 

recommended movies and user satisfaction. 

4) Using simple heuristics like recommending popular or 

trending movies to new users or movies similar to the 

ones they have interacted with (based on metadata) could 

be another practical solution. This is more of a stopgap 

measure, but it can provide some level of personalized 

recommendation. 

The paper structure is as follows: Section 2 contains the 

literature studies of movie recommendation algorithms. In 

Section 3, the proposed CNNTWSVM model algorithm and 

theoretical framework are described in detail. The outcomes 

of the experiment are presented in Section 4. In Section 5, 

conclusions are presented. 

2. Literature Review 
Data drives today's world, and recommendation systems 

have revolutionised how we discover content of interest, with  

movie recommendation systems being especially impactful 

and lucrative. These systems assist billions of users in 

recommending personalised movies and videos from large 

databases such as Flipkart, Movielens, YouTube, Netflix, etc. 

[14]. Over the past two decades, various algorithms have been 

developed for movie recommendation systems.  

Content-based algorithm recommends movies to users 

that are very similar to those they have already watched [5]. 

The movies are typically categorized based on similarities 

such as genre, actors, directors, and other features. These 

systems recommend those movies that they have not watched 

yet, and are similar to the users' viewing preferences, like 

MovieLens. Content-based filtering in movie 

recommendation systems relies on the user’s provided data, 

such as textual descriptions of movies [15].  

The collaborative filtering technique recommends items 

according to the user’s behaviors and preferences. Machine 

learning based matrix factorization and clustering models are 

used in model-based Collaborative filtering. These models 

extract the feature from the complex user feature interaction 

[16, 17]. RSs employ neural networks that depict the nonlinear 

relationship between users and items. Deep learning models 

make use of recurrent and convolutional neural networks 

[18].  

An ensemble learning technique is used to collect and 

categorize the user-movie matrix according to user-movie 

interactions. Trained the system and predicted the movies for 

active users. The limitations of this algorithm are low 

accuracy, limited applicability, and a lack of novelty, as it 

ignores user community similarities. A movie tag prediction 

system was developed to solve this issue, which forecasts 

pertinent tags for every movie and segment according to 

predicted tags [19].  

The movie recommendation system will not be able to 

comprehend a user's preferences if they have rated too few 

films, which will result in inadequately tailored 

recommendations. New users with low ratings are unlikely to 

receive reliable recommendations because there are not 

enough features taken from the current database. 

The movie recommendation system provides a poor 

personalized recommendation if a  user has rated very few 

movies because it is unable to understand their preferences. 

The new users have limited ratings [17]. In recommendation 

systems, the CF algorithm predicts a user's preferences based 

on other similar users’ preferences [5]. In which the user’s 

feature and item’s feature are used, along with interactions that 

also occur, such as ratings, reviews and purchases.  
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There are two categories of CF recommendations: item-

based and user-based [20]. The user-based CF model 

recommends movies by identifying similar user tastes.  

An item-based CF model recommends movies by 

analyzing the user’s past history and movie similarities. Using 

MovieLens dataset ratings, collaborative filtering 

recommends top-N movies according to similar users’ 

preferences [21]. The recommendation system accuracy is 

measured through the size of the data and the diversity  

between users and items. Collaborative filtering algorithms 

face the problem of sparsity, new users and new items. These 

challenges are affecting the accuracy and effectiveness of the 

recommendation system [22]. 

Many traditional methods of movie recommendation do 

not recommend accurate and reliable suggestions to new 

users, due to the limited information available about new 

users. This challenge is resolved; model-based Collaborative 

Filtering (CF) methods incorporate advanced deep learning 

and machine learning techniques. In model-based 

collaborative filtering techniques, matrix factorization is used 

to reduce data sparsity [23].  

The model-based CF movie recommendation systems use 

the user-movie rating matrix factorization that integrates the 

users' and movies' features with lower dimensionality. Model-

based recommender systems have various advantages. 

Training time is less, the recommendation is fast, and it 

reduces the over-fitting [6].  

However, matrix factorization still faces challenges in 

sparse environments, where overfitting becomes more 

problematic if data sparsity is increa sed in the rating matrix 

[22]. CNN is one type of deep learning technique; it is a  good 

performer in extracting features from complex patterns and 

hidden features within recommendation datasets, offering 

promising improvements over traditional CF approaches [23, 

24]. 

A typical movie recommendation system consists of two 

key components: the encoding and decoding parts. In the 

encoding phase, it processes raw movie content and user 

ratings as vectors, extracting hidden features through multiple 

denoising autoencoders. These features are then used in the 

decoding phase for model predictions. Studies have shown 

that deep learning with collaborative filtering techniques can 

effectively reduce the cold-start problem of recommendation 

systems [22].  

This movie recommendation system demonstrated that 

deep learning techniques achieve higher efficiency and 

accuracy. It is also important to recognize that movies contain 

multiple modalities: text, images, and audio. Multimodal deep 

learning is particularly effective.  

It integrates and processes diverse data types, enhancing 

feature extraction and improving recommendation 

performance [25]. The traditional RS models used nearest-

neighbor and basic machine learning; advances in AI, 

especially with CNN, enable effective use of auxiliary data. 

This study reviews CNN-based RSs, focusing on data 

utilization, dataset comparisons, performance metrics, and 

open challenges and research opportunities [26]. 

The proposed ConvFM model used the basics of the 

Convolutional Neural Network (CNN). It is merging the 

extracted feature with Factorization Machines (FM). Using 

FM from the LibRecommender Library, ConvFM combines 

user input with hidden features from item metadata, boosting 

accuracy and addressing data sparsity. By extracting features 

through CNN and applying them in the FM framework, 

ConvFM achieves high prediction accuracy. Tests on the 

MovieLens dataset show ConvFM’s superiority over 

traditional FM models based solely on historical data, 

effectively overcoming cold-start issues [27, 28]. 

 

Deep learning-based multimodal movie recommendation 

systems are more accurate than traditional methods. It has 

alleviated the problem of sparsity to a certain degree and 

recommends accurate personalized recommendations. 

Combining deep learning with multimodal data analysis 

further enhances recommendation performance by effectively 

leveraging diverse data types [29].  

More accurately extracting the user-item features matrix 

using the CNN model. Data sparsity and new user and new 

item cold start issues with traditional methods. The proposed 

CNNTWSVM model removes these deficiencies by using the 

TWSVM algorithm with CNN.TWSVM efficiently balanced 

the data and more accurately recommended the K movies to 

the user.  

3. Proposed CNNTWSVM Movie 

Recommendation System 
The architecture of the proposed CNNTWSVM model 

integrates the CNN and TWSVM algorithms in this section. 

Using CNN, this model extracts features from the users ' item 

rating matrix from the 1 M MovieLens dataset. The pre-

processed data are integrated with the TWSVM algorithm and 

used to train the model for the recommendation process. 

Finally, it predicts user movie ratings with greater accuracy, 

offering significant improvements over traditional algorithms. 

3.1. Proposed CNNTWSVM Model Framework 

The CNNTWSVM model is designed for pattern 

recognition and decision boundary properties of CNN 

&TWSVM. To develop this kind of system, let us break down 

the equations of each component. Figures 1 and 2 depict the 

CNN architecture and flowchart of the proposed 

CNNTWSVM model. 
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Fig. 1 CNN architecture for proposed CNNTWSVM model 

Fig. 2 Flowchart of CNNTWSVM movie recommendation system 

Algorithm of CNNTWSVM Recommendation System  

Input: 

• User-Item data (e.g., user preferences, item features). 

• Labels for recommendation (e.g., recommended/not 

recommended). 

Output: 

•   Recommended items for users. 

3.2. Step 1: Data Pre-Processing 

3.2.1. Input Data 

User and movie data as vectors with embedded features 

(genres, titles, user ID, movie name, movie ID, ratings). 

3.3. Step 2: CNN-based Feature Extraction  

The architecture involves four convolutional layers, two 

max-pooling layers, and a TWSVM classifier.  

3.3.1. Initialize CNN Architecture 

Set up the layers with a convolutional, pooling, and fully 

connected layer. This   could included  

Embedding Layers 

• User Embedding: Embedding layer for user IDs, with an 

embedding size of 50- 100 dimensions. 

• Movie Embedding: Embedding layer for movie IDs, also 

with an embedding size of 50-100 dimensions and using 

the ReLU activation function. 

Convolution Layer Calculation 

• Layer 1 and layer 2: 64 filters and 128 filters with a 3x3 

kernel size. 

• Layer 3 and layer 4: 256 filters with a 5x5  and 3x3 kernel 

size. 

For each convolution layer l:     
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Where ℎ𝑖 ,𝑗,𝑘
𝑙  Is map the feature at layer l, filters applied 

on input, 𝑥 𝑖+𝑚,𝑗+𝑛
𝑙−1  is input data, and the activation function 

(ReLU) is f(.). 

Pooling Layer Calculation 

The pooling size is 2x2 to reduce dimensionality while 

retaining important features. 

Reduce the spatial dimensions using a pooling operation: 
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Max-pooling helps reduce computational complexity. 

Fully Connected Layer 

The final pooling layer output is flattened into a 1D 

feature vector. After the feature maps are flattened, the 

features h are connected to a fully connected layer to produce 

feature vectors z: 

z=W⋅h+b (3)                                                                                   

Where W represents the weight matrix and b represents 

the bias. 

3.4. Step 3: TWSVM-based Classification 

The flattened feature vector from the CNN serves as input 

to the TWSVM. Radial Basis Function (RBF) kernel, 

optimized for the extracted features. Alternative kernels 

(linear, polynomial) are tested during hyperparameter tuning. 

The TWSVM regularization parameter C are (C1 and C2) tuned 

using cross-validation, with values ranging between 0.1 and 

100. Twin hyperplanes are optimized to maximize the margin 

between positive and negative classes for better classification. 

3.4.1. Set Up Twin Hyperplanes 

The TWSVM trains two classifiers:  

First Hyperplane (for Class 1) 

min
1

2
||𝐴𝑤1 + 𝑒1𝑏1||

2 + 𝐶1𝑒2
𝑇ξ  (4) 

Subject to: 

𝐵𝑤1 + 𝑒2𝑏1 ≥ 𝑒2 − ξ,ξ ≥ 0  

Second Hyperplane (for Class 2) 

min
1

2
||𝐵𝑤2 + 𝑒2𝑏2||

2 + 𝐶2𝑒1
𝑇η (5)  

Subject to: 

𝐴𝑤2 + 𝑒1𝑏2 ≤ −(𝑒1 − η), η ≥ 0  

Where A & B are the feature matrix for classes 1,2, slack 

variable η, and w1,b1, w2,b2 are the hyperplane parameters. 

3.4.2. Optimization   

Solve the optimization problems to find the hyperplanes 

for both classes using quadratic programming techniques. 

3.5. Step 4: Training & Prediction for Recommendation 

3.5.1. Training 

• The CNNTWSVM model is trained with the Adam 

optimizer. 

• TWSVM is trained after CNN training is complete, using 

the CNN's extracted features. 

• Optional joint fine-tuning: The CNN and TWSVM are 

jointly fine-tuned by backpropagating through both 

components. 

3.5.2. Regularization 

• A dropout rate of 0.5 is applied after convolutional layers 

to prevent overfitting. 

• L2 regularization is used in the TWSVM for additional 

control over complexity. 

3.5.3. Prediction 

1. Feature Extraction for New User-Item Pairs: For a new 

user-item pair, extract the features using the trained CNN 

model. 

2. Classification using TWSVM: Input the extracted feature 

vector into the trained TWSVM model. The model will 

predict the class (Recommended or Not Recommended) 

by determining which hyperplane the feature vector lies 

closest to. 

3. Assign Recommendation: If the feature vector is closer to 

the hyperplane corresponding to the "Recommended" 

class, recommend the item to the user. Otherwise, do not 

recommend the item. 

3.6. Step 5: Evaluation and Optimization 

1. Model Evaluation: The CNNTWSVM model uses 

various evaluation metrics and parameters. 

2. Parameter Tuning: Tune hyperparameters. Grid 

Search/Bayesian Optimization, such as Convolutional 

filter sizes (e.g., 3x3, 5x5), number of filters per layer, 

pooling strategies, and kernel parameters for TWSVM 

(RBF kernel width, regularization parameter C) are tuned 

using grid search or Bayesian optimization techniques. 

The CNNTWSVM movie recommendation system uses 

the 1M MovieLens datasets. Features are extracted from the 

users' file and the movies' file. CNNs consist of three main 

parts: convolution layers to identify data features, pooling 

layers to condense data, and fully connected layers to combine 

inputs. With their many hidden layers, CNNs are highly  

effective at detecting complex patterns in data without needing 

a predefined mathematical model. The TWSVM can classify 

and predict user preferences. The CNNTWSVM model 
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recommends new movies to users based on extracted features. 

It identifies similar features of movies and matches them to 

the user’s preferences, recommending movies with features 

closest to the active user's. 

The proposed CNNTWSVM model is used in embedding 

layers for both users and movies. User and movie IDs are 

embedded into vectors of 50 to 100 dimensions to represent 

each entity efficiently. Next, a  sequence of convolutional 

layers processes the data: the 1st & 2nd layer have 64 &128 

filters and a 3×3 kernel for both, followed by a third layer with  

256 filters and a 5×5 kernel, all using ReLU activation. For 

deeper feature extraction, an optional fourth layer contains 

256 filters and 3x3 kernels. After every two convolutional 

layers, max pooling layers (with a 2x2 pooling size) reduce 

dimensionality while retaining essential information. After 

these layers, the final output layer is flattened into a 1-D.  

These 1-D vectors are fed into the TWSVM, which  

classifies user-movie pairs as “Recommended” or “Not 

Recommended.” The TWSVM uses an RBF (radial basis 

function) kernel, optimized to suit the CNN-extracted 

features, though other kernel types (linear, polynomial) can be 

tested. Regularization parameters, C1 and C2, are tuned via 

cross-validation, typically within a range of 0.1 to 100, to 

enhance performance. Twin margins are calculated to create 

two hyperplanes, maximizing the margin between the classes 

for accurate classification. 

The training strategy for this architecture involves a 

trained CNN-TWSVM model with a learning rate of 0.001 and 

an adam optimizer. If validation loss is maximum, the learning 

rate is decreased. Once CNN training is complete, the 

TWSVM is trained using the CNN-generated feature vectors. 

Optionally, both components can be fine-tuned jointly for 

further optimization. Dropout (at a  rate of 0.5) is applied to 

mitigate overfitting, and L2 regularization is incorporated 

within the TWSVM to control complexity. Finally, grid search 

or Bayesian optimization techniques are used for tuning CNN 

parameters (such as filter sizes and layer counts) and TWSVM 

kernel parameters, maximizing the architecture’s 

performance. 

4. Experiment & Results 

The user-movie rating matrix of MovieLens is used to 

evaluate the performance of our proposed CNNTWSVM 

model. We compared our proposed CNNTWSVM movie 

recommendation system with various traditional models of 

movie recommendation systems. 

4.1. Dataset 

The proposed CNNTWSVM movie recommendation 

system experimental setup involves using CNN to extract 

features from movie textual data, training TWSVM to classify 

these features according to user preferences, training the 

model and then recommending the top N movies to users. The 

performance is evaluated using various metrics to ensure the 

recommendations are accurate and relevant. 

The real-world MovieLens [30] 1M datasets are used for 

performance evaluation of the proposed CNNTWSVM movie 

recommendation system. We are using MovieLens datasets, 

which contain users’ interests and preferences for movies. 

These preferences are represented as ratings, where users 

provide ratings for movies on a scale of 0-5 stars that they have 

already watched. The 1M MovieLens dataset contains 6040 

users and 3883 movies, as shown in Table 1. Many movies are 

not rated in these datasets. The data sparsity for the 1M 

datasets is 95.359%. The labels marked 1 indicate the 

interaction of users and the movies. 

Table 1. Description of dataset 

Dataset Parameters Value 

MovieLens 1 M 

Users 6040 

Movies 3883 

Ratings 1000209 

4.2. Experiment Setting 

The proposed CNNTWSVM model performance is 

evaluated with Matrix Factorization (MF), autoencoder 

(AutoRec), Neural Collaborative Filtering (NCF), and 

standard CNN models. The various evaluation metrics are 

compared in Table 2. 

Set up of the proposed CNNTWSVM model. The train 

and test method is used for the evaluation of various 

recommendation systems.  The 1M MovieLens dataset is split 

into a ratio of 8:2 of training and testing sets. We implemented 

the CNNTWSVM model using MATLAB R2014a on a 

system with 8 GB of RAM, an Intel® Core i3-4005U CPU @ 

1.70 GHz, and running Windows 10 Pro. 

4.3. Results  

In the proposed CNNTWSVM model, the MovieLens 1M 

dataset is used. CNN is extracting the fea ! The M dataset and 

TWSVM classify these features according to user preferences. 

The CNNTWSVM movie recommendation system's 

performance compared to other models across key evaluation 

metrics . With the lowest RMSE (0.805) and MAE (0.635), 

CNNTWSVM minimizes prediction errors effectively. It also 

achieves the highest values for accuracy (95.2%), precision  

(97.5%), recall (89.0%), and NDCG (89.0%), indicating its 

exceptional ability to provide accurate and relevant 

recommendations while ranking items effectively. Compared 

to baseline models, the proposed CNNTWSVM model 

consistently outperforms, showcasing its strength in predictive 

accuracy and recommendation quality. These results affirm 

our proposed CNNTWSVM movie recommendation system 

as a traditional method in movie recommendation systems. 
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Table 2. Performance analysis of baseline method & proposed method  

Model RMSE ↓ MAE ↓ 
Accuracy  

(%) 

Precision  

(%) 

Recall  

(%) 

NDCG 

(%) 

Diversity  

(%) 

Serendipity 

(%) 

Matrix Factorization 

(MF) 
0.850 0.680 90.7 92.0 85.0 85.0 92 88 

Auto encoder 

(AutoRec) 
0.835 0.660 92.5 94.0 86.5 87.0 93.4 89.7 

Neural Collaborative 

Filtering (NCF) 
0.825 0.655 94.0 96.0 88.0 88.0 93.8 90.5 

CNN (Standard) 0.810 0.640 94.7 97.0 88.5 88.5 94.1 92.1 

CNNTWSVM 

(Proposed Model) 
0.805 0.635 95.2 97.5 89.0 89.0 94.7 93.2 

Various recommendation model errors are graphically 

depicted in Figure 3. Lowering the values of RMSE and MAE 

means better accuracy. Figure 4 shows that the proposed 

CNNTWSVM model achieves the best results, with the lowest  

RMSE (0.805) and MAE (0.635), highlighting its superior 

predictive performance. The proposed CNNTWSVM model 

recommends relevant movies and also introduces users to a 

wide array of lesser-known yet appealing movies. 

Fig. 3 Error score of various models of the Movie Recommendation Model 
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(b) Precision (%) 
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(e) Diversity (%) 

 
(f) Serendipity (%) 

Fig. 4 Various movie recommendation systems' performances on various parameters

 
Fig. 5 Comprehensive result of different techniques of the movie recommendation system
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The overall performance of the proposed CNNTWSVM 

model and conventional methods is depicted in Figure 5. When 

compared to conventional methods like matrix factorization, 

auto encoders, neural collaborative filtering, and standard 

CNN models, the proposed CNNTWSVM model overall 

performs well compared to others. Figure 6 depicts the 

comparison of the performance of accuracy versus epochs and 

RMSE versus epochs for the proposed CNNTWSVM model 

with the baseline model. The proposed CNNTWSVM model 

has the highest accuracy at 50 epochs as compared to other 

baseline models. At the same time, the lowest RMSE indicates 

that it converges more quickly than the others.  

 
Fig. 6(a) Accuracy versus Epochs 

 
Fig. 6(b) RMSE versus Epochs

5. Conclusion  

In the era of digitalization, the main challenge is 

information overloading in people's daily lives. 

Recommendation systems are important for assisting users and 

resolving the problem of information overload. It efficiently 

filters the prioritizing and recommending relevant information 

for enabling personalized movies and services for users. In the 

past decade, the use of personalized recommendation systems 

has grown significantly in many fields, such as music, movies, 

articles, and books. A movie recommendation system is a 

fascinating application. Collaborative filtering is one of the 

traditional methods that have failed to cover the hidden 

features from input data, so accurate recommendations are not 

possible. The proposed CNNTWSVM movie recommendation 

system incorporates the traditional method of recommendation 

systems with advanced machine learning models for 

personalized movie recommendations. CNN (Convolutional 

Neural Networks) extracts features from input data, such as 

movie features and user features, and embeds them into utility 

matrices. The system was trained and tested using the 1M 

MovieLens datasets. Twin Support Vector Machines 

(TWSVM) handle the complex decision boundaries with less 

computational cost and improve classification performance. 

This system achieved efficient and accurate recommendations 
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according to the user’s preferences. The result shows the 

CNNTWSVM model performs well compared to other 

traditional algorithms of recommendation systems. It resolves 

the issues of sparsity and the cold start problem of 

conventional recommendation systems. The CNNTWSVM 

model recommends relevant and niche movies to users. The 

system is adaptable to diverse datasets and the dynamic 

preferences of users, which highlights its versatility. In 

conclusion, the CNNTWSVM movie recommendation system 

shows significant advancement in movie recommendation 

systems. It improves the user’s satisfaction and accuracy of the 

recommender system and recommends the relevant movies to 

users. In the future, the recommendation system will integrate 

contextual data, such as mood or viewing environments, and 

work out real-time updates. 
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