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Abstract - In the context of online education, student adaptability is a critical factor for their success. This study aims to predict 

the level of adaptability of students in online education environments using Machine Learning models. A dataset of 1205 records 

was used, which includes several demographic and contextual characteristics, such as age, gender, educational level, and type 

of institution, among others. Data preprocessing included the transformation of categorical features using one-hot encoding. 

The dataset was then divided into training and test sets to evaluate the model’s performance. The Random Forest algorithm was 

selected for the classification task due to its ability to handle data with multiple characteristics and its robustness against 

overfitting. The results show that the Random Forest model achieved an accuracy of 91.29% in predicting the level of 

adaptability. The recall and f1-score values for the different categories (“Low”, “Moderate”, “High”) indicated good 

performance, especially for the “Low” and “Moderate” categories. All information collected for this study is anonymous, 

ensuring data privacy. The dataset includes data at the national and international levels, providing a broad and generalizable 

perspective. 
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1. Introduction 
Global education has undergone a significant transition to 

online learning, driven in large part by the COVID-19 

pandemic. This situation forced academic institutions around 

the world to adopt virtual teaching to ensure continuity of 

learning [1]. However, this transition was not without its 

challenges, and one of the most pressing issues is the level of 

adaptability of students to these digital environments. The 

concept of adaptability in online education is multifaceted, as 

it encompasses the ability of students to adjust to different 

virtual platforms, handle various technological tools, and 

maintain motivation and engagement in an environment where 

human interaction is limited [2].  

Previous studies have shown that adaptability is crucial 

for academic success and student retention in online programs 

[3]. Students with high adaptability tend to perform better 

academically and experience a more positive learning 

experience[4]. However, assessing student adaptability 

presents several challenges. Factors such as access to 

technological resources, level of family support, previous 

technological skills, knowledge and preventive measures of 

diseases, and the type of educational institution can influence 

adaptability[5-7]. Geographic and demographic diversity adds 

another layer of complexity to the problem [8, 9]. Using 

machine learning techniques to address this challenge has 

shown promise. Machine learning models can identify 

complex patterns and make predictions based on large 

volumes of data[10]. This allows educational institutions to 

gain valuable insights to design personalized support 

strategies that foster adaptability and improve student 

academic achievement [11, 12].  

In this context, the present study seeks to develop a 

Machine Learning model to predict the level of adaptability of 

students in online education environments. By identifying the 

key factors influencing adaptability, this study aims to 

contribute to the development of more effective educational 

strategies and a better understanding of students’ needs in an 

increasingly digitized world. 

2. Literature Review  
The rise of online education has led to a significant 

change in the way teaching is delivered and learning is 

assessed. Prior to the COVID-19 pandemic, online education 

was already an emerging field, but the closure of schools and 

universities globally forced most institutions to migrate to 

virtual platforms[13]. This massive transition posed 

challenges, one of the most important of which was the level 

of adaptability of the students. 

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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2.1. Adaptability in Online Education 

Adaptability in online education refers to the ability of 

students to adjust to new technologies, virtual platforms, and 

teaching methods. Previous studies suggest that adaptability is 

related to academic achievement and student satisfaction [14]. 

Students with higher levels of adaptability tend to be more 

successful in virtual settings, while those with lower 

adaptability may struggle with isolation and lack of 

technological support [15]. Assessing student adaptability can 

be tricky due to the diversity of factors involved. Access to 

technology, type of educational institution, and prior skills can 

all influence adaptability. One study suggested that students 

with limited access to technological resources have a harder 

time adapting to online education [16]. Machine Learning has 

been widely used to predict educational outcomes, such as 

academic performance and student retention[17].  

These models can identify patterns in large volumes of 

data and help educational institutions make informed 

decisions. A recent study showed that the use of machine 

learning models can improve the accuracy of predictions in 

educational settings [18]. In the context of adaptability, 

machine learning models offer a valuable tool for predicting 

the level of adaptation of students[19]. Some studies have 

explored the use of classification models to identify factors 

that contributeto adaptability and to predict student behavior 

in virtual settings [20-23]. These approaches can help 

educational institutions identify students who need additional 

support and design strategies to improve their online 

experience. 

3. Methodology 
To develop a Machine Learning model that predicts the 

level of adaptability of students in online education, we follow 

a process that encompasses data preprocessing, feature 

selection, dataset splitting, and model training. 

3.1. Data collection 

The dataset used in this study was collected from 

educational sources and contains detailed information about 

students in online education environments. The dataset 

consists of 1205 records, each representing a unique student. 

14 characteristics were collected for each student, covering 

demographic, academic, and contextual aspects. 

The features included in the dataset are: 

• Gender: Category that indicates whether the student is 

“Boy” or “Girl”. 

• Age: Age range of the student, with values such as “11-

15”, “16-20”, “21-25”, among others. 

• Educational level: Type of institution where the student 

studies, such as “School”, “College”, or “University”. 

• Type of institution: Distinguishes between “Government” 

and “Non-Government” institutions. 

• IT Student: Indicates whether the student is in an 

information technology program. 

• Location: Reflects whether the student is in an urban or 

rural location. 

• Other contextual factors: Characteristics related to the 

study environment, such as “Load-shedding”, “Internet 

Type”, “Network Type”, “Class Duration”, and “Device”. 

The target variable in the dataset is the “Level of 

Adaptability,” which indicates the student’s ability to adapt to 

online education. This variable has three possible values: 

“Low”, “Moderate”, and “High”, which allows students to be 

categorized according to their level of adaptability. 

3.1.1. Data Source and Anonymization 

The dataset was collected anonymously to ensure the 

privacy of the students. The data comes from national and 

international educational sources, providing a broad 

perspective of adaptability in online education. 

Anonymization ensures that individual students cannot be 

identified, which is essential to protect their privacy. To 

provide geographic context and demonstrate the diversity of 

sources, geospatial information about where the data is 

coming from can be displayed. Figure 1 shows a map with the 

location of the main data sources, indicating that most of it 

comes from Peru, with additional points in Latin America and 

some in other regions of the world. The use of geospatial maps 

provides a visual method to illustrate the geographic 

distribution of data without compromising student anonymity. 

 
Fig. 1 Location of data collected for the study (South America) 
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3.2. Data Preprocessing 

Data preprocessing is a critical step in ensuring that the 

dataset is in a format suitable for machine learning analysis 

and models. Since all the characteristics of the dataset are 

categorical, it is necessary to convert them into numerical 

variables so that the algorithms can process them. 

3.2.1. One-Hot Encoding 

The one-hot encoding method was used to convert the 

categorical features into a numerical format. This method 

creates additional columns, where each column represents a 

unique category and is assigned a value of 0 or 1, indicating 

the absence or presence of that category. This eliminates the 

implicit hierarchy that can arise when using direct numerical 

representations, such as ordinal encoding, that could induce 

bias in the model.  

The implementation of one-hot encoding was done using 

the Scikit-learn library, specifically the OneHotEncoder 

method, which allows you to convert multiple categorical 

columns into an array of numerical features. By applying this 

technique, 22 new features were obtained from the original 13 

(excluding the target field). To avoid multicollinearity, the 

drop='first' parameter was used, which removes the first 

category of each feature after encoding to avoid redundancies. 

3.2.2. Processing Missing Values 

Before applying one-hot encoding, missing values were 

checked in the dataset. Incomplete records or records with 

inconsistent data were removed to maintain the quality of the 

dataset. Using techniques such as Pandas’ dropna() ensures 

that the dataset is clean and free of faulty records. 

3.2.3. Normalization and Scaling 

Although normalization or scaling techniques were not 

applied in this study because all characteristics were 

categorical, it is important to consider these techniques when 

working with numerical data of different scales. Scaling may 

be required for some machine learning models that are 

sensitive to the magnitude of the data. 

3.2.4. Implications of Preprocessing 

Preprocessing data using one-hot encoding increases the 

number of features, which can have implications for the 

machine learning model. More features mean more 

complexity, but also the ability to capture more detailed 

information. This requires a robust model that can handle a 

high number of features without falling into overfitting. 

3.3. Splitting the Dataset 

Dividing the dataset into training and test sets is a critical 

step in the machine learning process. It ensures that the model 

is trained with sufficient data and that there is a separate set to 

validate its performance. The goal is to evaluate how the 

model performs with data not seen during training to simulate 

real-world situations. 

3.3.1. Split Process 

To split the dataset, we use the train_test_split function of 

the Scikit-learn library. This method allows you to specify the 

proportion of data to be used for training and testing, ensuring 

that the process is random and reproducible.  

In this study, the dataset was divided into two sets: 80% 

was used for training and the remaining 20% for testing. This 

approach is commonly used because it provides a balance 

between training set size and model validation. 

3.3.2. Considerations for Splitting the Dataset  

Randomness: To avoid bias, the division process was 

performed randomly, ensuring that each record has an equal 

probability of being included in any set. A seed 

(random_state) was established to ensure the experiment's 

reproducibility. 

Training/Test Ratio 

The use of an 80/20 is common in machine learning, but 

it can vary depending on the size of the dataset and the 

complexity of the problem. A higher ratio for training may be 

necessary if the dataset is small, while a higher ratio for testing 

may be useful if more robust validation is required. 

Class Balance 

Since the target field has three values (“Low”, 

“Moderate”, “High”), it is important to ensure that both 

partitions maintain a balanced distribution of these classes. 

The process of random splitting tends to maintain this balance, 

but it’s always good to check it after partitioning. 

3.3.3. Implications for the Model 

Proper dataset splitting helps prevent overfitting by 

ensuring that the model is trained with sufficient data, but does 

not memorize patterns specific to the training set. It also 

allows for more accurate evaluation of the model, as the test 

suite provides a production-like scenario, with data not seen 

during training. 

3.4. Machine Learning Model 

To predict the level of adaptability of students in online 

education, the Random Forest algorithm was selected, a model 

based on decision trees that is characterized by its ability to 

handle data with multiple characteristics and its robustness in 

the face of overfitting. 

3.4.1. Reasons to Choose Random Forest 

Random Forest is an ensemble learning algorithm that 

creates multiple decision trees during the training process and 

then combines their results to get a final prediction. This 

ensemble approach offers several advantages. 

• Robustness vs. Overfitting: By generating multiple trees, 

Random Forest is less prone to overfitting, as it averages 

the results and reduces the variability of predictions. 
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• Categorical Feature Management: Random Forest can 

handle categorical and numerical features without the 

need for extensive transformation. 

• Importance of Characteristics: The model provides a 

measure of importance for each characteristic, which 

helps identify the most influential ones for prediction. 

 

3.4.2. Random Model Parameters  

The model was configured with the following parameters: 

• Number of Trees: 100 decision trees were trained, which 

is common to obtain a balance between accuracy and 

computational efficiency. 

• Division Criterion: The entropy criterion was used to 

decide where to divide each node of the tree. This 

criterion measures the impurity of the data and allows you 

to choose the best division to maximize information gain. 

• Tree Depth: Although no maximum depth was specified, 

Random Forest tends to limit depth naturally to avoid 

oversetting. 

3.4.3. Training Process 

The training process involved the use of the training 

dataset (80% of the total). The model was allowed to create 

multiple decision trees, each trained on a random subset of 

data and features, to increase the diversity of decisions. This 

helps reduce variance and improves model stability. 

3.5. Model Evaluation 

Once trained, the model was evaluated using the test set 

(20% of the total). Metrics such as accuracy, recall, and f1-

score were measured for each category of the target variable 

(“Low”, “Moderate”, “High”). Overall accuracy was also 

calculated to determine the effectiveness of the model in 

predicting the level of adaptability. 

3.5.1. Future Implications and Improvements 

Random Forest is a versatile and robust model, but it can 

be optimized by adjusting hyperparameters, such as the 

number of trees, the maximum depth, and the division 

criterion. Future improvements could include exploring other 

machine learning algorithms and applying advanced 

techniques such as hyperparameter tuning to improve 

performance. 

3.6. Model Evaluation 

A critical part of the machine learning process is 

evaluating the model to determine its performance and 

reliability. In this study, after training the Random Forest 

model, the test set (20% of the dataset) was used to evaluate 

its effectiveness in predicting the level of adaptability of 

students in online education. 

3.6.1. Evaluation Metrics 

To obtain a complete evaluation of the model, the 

following metrics were used: 

• Accuracy: Measures the percentage of correct predictions 

in relation to the total predictions made. It is a general 

metric that provides an idea of the accuracy of the model. 

In this study, an accuracy of 91.29% was achieved, 

indicating a high level of accuracy. 

• Recall: Evaluates the proportion of true positives 

correctly identified in each category. A high recall 

indicates that the model is able to correctly identify most 

true cases in a specific class. 

• F1-Score: It is the harmonic average between accuracy 

and recall. This metric is useful for balancing both 

aspects, especially when classes are out of balance. A 

high f1-score suggests that the model is able to maintain 

a balance between accuracy and recall. 

3.6.2. Evaluation by Category 

To understand how the model performed in each category 

of the target variable (“Low”, “Moderate”, “High”), the recall 

and the f1-score were calculated for each. 

• High: 88% accuracy, 65% recall, and 75% f1-score. 

• Low: 93% accuracy, 94% recall, and 94% f1-score. 

• Moderate: 90% accuracy, 94% recall, and 92% f1-score. 

3.6.3. Overall Accuracy and Considerations 

In addition to the metrics by category, the overall 

accuracy was calculated to have an overview of the model’s 

performance. The accuracy of 91.29% indicates that the model 

can correctly predict the level of adaptability with a high 

degree of accuracy. However, some categories may have 

lower accuracy or recall, suggesting potential areas for 

improvement. 

3.6.4. Possible Improvements 

Techniques such as adjusting hyperparameters, using 

different machine learning algorithms, and adding more 

training data can be explored to improve model performance. 

Hyperparameter tuning can help optimize the model for better 

results in categories with lower recall. 

3.7. Tool and Libraries Used 

The use of specialized tools and libraries is essential for 

the analysis and development of Machine Learning models. In 

this study, we used several Python libraries for data 

preprocessing, model training, and performance evaluation. 

The key tools used and their purpose are described below. 

3.7.1. Pandas 

Pandas is a widely used Python library for data 

manipulation and analysis. It allows you to work with flexible 

data structures such as DataFrames, which are similar to tables 

in databases. In this study, Pandas was used to. 

• Data Reading: Pandas made it easy to read the dataset 

from a CSV file and convert the data to a structured 

format. 
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• Preprocessing: Pandas functions were used for initial 

preprocessing, such as removing duplicate values, 

treating missing values, and manipulating columns. 

• Data Exploration: Pandas provided functions to explore 

the structure of the dataset, calculate descriptive statistics, 

and transform data for analysis. 

3.7.2. Scikit-Learn 

Scikit-learn is a Python library for machine learning, 

offering a wide range of algorithms and tools for data 

preprocessing, model training, and performance evaluation. In 

this study, Scikit-learn was used to. 

• One-Hot Encoding: Scikit-learn provided the 

OneHotEncoder method for converting categorical 

features into numerical format. 

• Splitting the Dataset: The train_test_split function 

divided the dataset into training and test sets. 

• Model Training: The Random Forest algorithm was 

selected for training, and Scikit-learn offered an interface 

to configure parameters such as the number of trees and 

the division criterion. 

• Model Evaluation: Scikit-learn provided metrics to 

evaluate model performance, such as accuracy, recall, and 

f1-score. 

3.7.3. Seaborn and Matplotlib 

Seaborn and Matplotlib are Python libraries used for 

visualizations. Matplotlib is a general-purpose graphics 

library, while Seaborn focuses on statistical visualizations. In 

this study, Seaborn and Matplotlib were used to: 

• Exploratory Data Analysis: Seaborn and Matplotlib 

allowed for the creation of graphs to visualize the 

distribution of the target field, explore relationships 

between features, and generate heat maps to show 

correlations. 

• Visualization of Results: They were used to create graphs 

that show the performance of the model, such as the 

distribution of predictions and evaluation metrics. 

4. Result 
After the training and evaluation of the Machine Learning 

model, significant results were obtained in terms of accuracy 

and ability to predict the level of adaptability of students in 

online education. A Random Forest model with 100 trees was 

used to make the prediction, and the results were evaluated 

using metrics such as accuracy, recall, and f1-score. 

4.1. Classifier Comparison 

Figure 2 shows the comparison between different 

classifiers (Random Forest, Decision Tree, and KNN) in terms 

of accuracy and mislabeled points. The graph represents 

accuracy in a thin red bar overlaid with thicker bars indicating 

the number of mislabeled points for each classifier. 

• Random Forest: With a high level of accuracy, this sorter 

had a total of 119 mislabeled points. 

• Decision Tree: More accurately, it had 39 mislabeled 

points, indicating fewer errors compared to Random 

Forest. 

• KNN: Showed lower accuracy than Decision Tree, with a 

total of 76 mislabeled points, suggesting an intermediate 

performance. 

This analysis helps to compare the performance between 

different ranking models, showing that Decision Tree has the 

fewest errors, while Random Forest has the highest number of 

mislabeled points. 

 
Fig. 2 Comparison of mislabeled points and accuracy 
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4.2. Model Performance Analysis 

The model achieved an overall accuracy of 91.29%, 

indicating a high accuracy level in predicting adaptability. 

This accuracy suggests that the model is reliable in identifying 

patterns and making accurate predictions in the dataset. To 

better understand the model’s performance, we analyzed the 

accuracy, recall, and f1-score metrics for each category: 

• High: 88% accuracy, 65% recall, and 75% f1-score. 

• Low: 93% accuracy, 94% recall, and 94% f1-score. 

• Moderate: 90% accuracy, 94% recall, and 92% f1-score. 

The graphs below show the recall and f1-score for each 

category: 

• Recall Chart by Category: 

• F1-Score Chart by Category: 

These charts illustrate the distribution of model 

performance in each category. 

4.3. Machine Learning Model Output  

The Random Forest model was trained to predict the level 

of adaptability of students in online education. The results 

shown below include the learning curve and the confounding 

matrix, which help evaluate the model’s performance and 

identify potential areas for improvement. The learning curve 

in Figure 3 shows how the model's accuracy changes as the 

number of training examples increases. The X-axis represents 

the number of examples used for training, while the Y-axis 

indicates the model's accuracy. The red curve shows the 

accuracy of the model in the training set. This curve stabilizes 

at around 95%, which could indicate a possible 

overadjustment. The green curve shows the accuracy of the 

model in cross-validation. This curve has an ascending 

pattern, suggesting that the model improves as the number of 

examples increases. This difference between the training 

curve and the cross-validation curve suggests that the model 

could benefit from more training data and adjustments to 

reduce overfitting. 

 
Fig. 3 Learning curve 

 
Fig. 4 Confusion matrix 

4.4. Model Analysis  

The overall accuracy of 91.29% indicates a good 

performance of the Random Forest model in predicting the 

level of adaptability. However, recall is lower in the “High” 

category, suggesting potential areas for improvement. Figure 

4 shows the model’s confusion matrix, which can help 

visualize how the model predicts each category. The 

confounding matrix shows how the model predicted the 

“High”, “Low”, and “Moderate” categories compared to the 

actual values of the test set. Each row represents the actual 

values, and each column represents the model’s predictions. 

Ideally, the correct predictions are located on the main 

diagonal. 

4.4.1. Correct Predictions (main diagonal) 

• For the “High” category, the model correctly predicted 15 

cases. 

• For the “Low” category, the model had 97 correct 

predictions. 

• For the “Moderate” category, the model got it right 108 

times. 

4.4.2. Errors (outside the main diagonal): 

• The model mistakenly predicted 2 cases as “Low” instead 

of “High”. 

• There were 8 incorrect predictions of “High” as 

“Moderate”. 

• In the “Moderate” category, the model had 7 incorrect 

predictions towards “Low”. 

5. Discussion 
The results obtained from the Random Forest model to 

predict the level of adaptability of students in online education 

suggest several interesting points to discuss. The model 

achieved an overall accuracy of 91.29%, indicating high 
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accuracy. However, the confounding matrix showed that the 

model struggles to accurately predict the “High” category, 

suggesting areas for improvement. Compared to previous 

research on prediction in online education, these results align 

with the trend of using machine learning models to improve 

accuracy and obtain reliable predictions. The high global 

accuracy level indicates that the Random Forest model can be 

a valuable tool for this type of study. Although the model 

performed strongly, the lower accuracy in the “High” category 

suggests that more data or adjustments to the model are 

needed. This could involve more data collection, focus on 

class balance, and hyperparameter tuning to improve the 

model’s ability to accurately distinguish between categories. 

A possible improvement would be to implement oversampling 

techniques to balance classes or test other machine learning 

models that are less likely to be confused between adjacent 

categories. Using hyperparameter tuning techniques, such as 

grid search, could also help find optimal settings for the 

model.  

These results have practical implications for the 

educational field, especially in online education 

environments. The Random Forest model can be used by 

educational institutions to identify students who need 

additional support in terms of adaptability. This could lead to 

implementing customized strategies to enhance the learning 

experience and increase student retention in virtual 

environments. 

6. Conclusion 
In conclusion, the results obtained from the Random 

Forest model indicate that, although it has a good overall 

performance, there are areas for future improvements, 

especially in accuracy for the “High” category. Analysis of the 

correlation matrix suggests that certain features could be 

optimized to improve the model. These results are a step 

forward in using Machine Learning to predict the level of 

adaptability in online education and offer a solid basis for 

future research. 
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