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Abstract - Anomaly detection in multivariate time series is extremely important in modern industrial systems to mitigate attacks 

and minimize system downtime.  Anomalies are often seen as subtle deviations from established normal patterns. The challenge 

of learning extended temporal patterns in time series remains unresolved, hindering effective anomaly detection. To address the 

above challenge in this study, a novel approach, termed Temporal Convolutional Auto Encoder (TCAE), is introduced. TCAE 

utilizes Temporal Convolution Networks (TCN) and employs casual convolutions and dilations to effectively simulate long-term 

dependency in sequential data, taking advantage of its temporality and large fields. The autoencoder is trained on normal 

operations to learn the temporal dependencies present in the input time series. Two anomaly detection strategies employing the 

Local Outlier Factor (LOF) and thresholding are investigated. A supervised grid search technique is employed to determine the 

threshold, optimizing the model's performance. The thresholding technique demonstrates a performance improvement of over 

20% when compared to the average performance of other baseline models. 

Keywords - Anomaly detection, Auto encoder, Deep learning, Local Outlier Factor,  Multivariant Time Series, Temporal 

Convolution Network. 

1. Introduction  
Anomaly detection in time series entails identifying 

patterns in the data that significantly depart from the 

anticipated normal behaviour. The application of identifying 

anomalous behaviour is growing in fraud detection, 

networking, predictive maintenance, and health monitoring 

systems [1]. The computing and communications 

infrastructure makes modern Industrial Control Systems (ICS) 

a primary target for cyber-attacks due to their increased 

connectedness to the internet. Sophisticated IT technologies 

are needed to manage physical processes in Critical 

Infrastructures (CIs) such as power grids, water treatment 

plants, etc. [2]. The majority of this collection consists of time 

series data. An essential aspect of ensuring successful service 

quality control in manufacturing industries, simulation 

processes, test beds, and cyber-physical systems is the 

detection of anomalies in the huge amount of data they 

generate. Nevertheless, the intricate temporal interdependence 

of multivariate time series makes anomaly detection a 

significant hurdle. Attacks on ICS have consequences for the 

environment and safety; hence, developing and deploying an 

anomaly detector system to mitigate this attack is important. 

Deep learning has demonstrated an exceptional aptitude for 

acquiring intricate datasets, including temporal and high-

dimensional data, thereby pushing the boundaries of many 

learning tasks [3]. Its practical applications in engineering 

problem-solving have generated significant research interest. 

Unsupervised anomaly detection is preferred over a 

supervised setup because of the scarcity of labels [4].  

 

Most anomaly detection algorithms operate under the 

assumption that a significant portion of data instances exhibit 

normal behaviour and may be learned. During deployment, the 

model can leverage its understanding of common or expected 

patterns to distinguish between regular and irregular 

(anomalous) patterns [5]. Anomaly detection task is 

challenged by complex long-range temporal dependency. 

Recurrent neural networks cannot effectively model complex 

time co-relation because it requires processing step-by-step 

recursion. The majority of deep learning models that employ 

sequential networks for time series processing are not able to 

capture long-term dependencies in time series [6-8]. 

Furthermore, networks such as LSTM and RNNs are limited 

by their sequential processing nature, where each subsequent 

step relies on the processing of all preceding stages, leading to 

longer inference time due to a low degree of parallelism [9]. A 

model that can capture high-level temporal dependencies with 

minimal overhead is needed. To address the above challenge, 

this study presents a novel Temporal Convolution Auto 

Encoder architecture that is referred to as TCAE and utilizes 
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convolutional neural networks as its foundation. The proposed 

model utilizes a TCN-inspired autoencoder to represent 

normal time stamps and applies it to detect abnormal patterns 

that depart from the expected behavior.  When dealing with 

time series data, the TCAE excels at handling information 

over lengthy periods. The TCAE algorithm utilizes dilated 

convolutional layers to efficiently learn time series with long 

and intricate temporal patterns. The dilated convolution 

employs a wide receptive field and analyzes the information 

at multiple temporal scales. The TCAE model trains encoders 

and decoders simultaneously. Encoders learn to compress 

input time series while decoders recreate them. The 

reconstruction error is used to detect abnormal behavior. The 

rationale behind this technique is that the architectural 

bottleneck compels the network to detect valuable temporal 

patterns in the data, hence facilitating efficient representation 

of the input. The paper's main contributions are as follows: 

1. Parallelism: TCN can process multiple sequences 

simultaneously, unlike RNN, which processes them 

sequentially. 

2. Adaptable perceptual scope: fine-tuning the TCN model 

with hyperparameters, including the number of layers, 

convolutional kernel size, and expansion coefficient, 

which define the size of TCN’s perceptual field.  

3. Optimal Threshold: Evaluating Local Outlier Factor 

(LOF) and thresholding techniques to identify anomalous 

data points. The thresholding technique conducts a 

tradeoff analysis between precision and recall to 

determine the appropriate threshold. 

4. Data-Centric Design: Examine the level of design 

knowledge required for creating an anomaly detector that 

makes use of a data-centric method. 

TCNs like CNN are less prone to the issue of exploding 

or vanishing gradients that occur in sequence learning 

problems using RNN family networks. The rest of the paper is 

organized as follows: Section 2 presents the related work. 

Section 3 is the methodology used in the research work. 

Section 4 represents the data set used and highlights the result 

achieved, followed by a discussion in Section 5. Lastly, the 

conclusion and future work is presented. 

2. Literature Review 
While numerous unsupervised approaches using ML and 

statistical methods exist, they are unable to handle the 

correlation; hence, it is harder to effectively capture the robust 

representation considering the temporal dependency present 

in multivariate time series [11-13]. Deep learning methods 

exhibit superior performance compared to traditional 

approaches when it comes to modeling the dependency in 

multivariant time series. Consequently, a significant obstacle 

in predicting multivariate time series is determining how to 

accurately represent the changing relationship between time 

steps to model long-term dependency across numerous 

variables. Most of the deep learning solutions for modeling 

time series for anomaly detection are either prediction or 

reconstruction-based, leveraging recurrent networks (RNN, 

LSTM, etc.), GANs, autoencoders, or variational 

autoencoders. However, the general problems with this 

sequence modeling technique, pioneered by RNN, struggle to 

capture distant associations due to the gradient vanishing 

issue. LSTM and GRU-based models are proposed to mitigate 

the issue with RNN.  Chung et al. [14] experimented with 

sequential data using GRU and LSTM. Saad et al. [15] worked 

on seven types of DL models using LSTM and GRU for 

tacking imputation in time series. 

Malhotra et al. [16] developed stacked LSTM models for 

fault detection in time series. The proposed model is trained 

on non-anomalous data, and the prediction error is modeled as 

a multivariant Gaussian distribution, which is used to assess 

the likelihood of anomalous behavior. The model used an ECG 

dataset, which necessitates significant computational 

resources and exhibits very poor processing speeds for high-

dimension datasets. Ji et al. [17] proposed an LSTM-based 

anomaly detection method for univariate time series. The 

author also used the publicly available ECG dataset for 

experimental evaluation. 

Additionally, they are unable to consistently and 

efficiently mimic long-term patterns. DAGMM [7] employs 

an autoencoder based on LSTM and utilizes the reconstruction 

error to identify anomalous data points through the Gaussian 

mixture model. Park et al. [18] employ a fusion of LSTM-VAE 

to address the challenging problem of high modality. The 

proposed model projects each time it steps into a latent space 

using serially connected LSTM and VAE layers and uses a 

dynamic threshold that changes over the estimated state. 

Su et al. [19] employ GRU to learn the robust latent 

representation. The proposed model omnianomaly extends the 

research to interpret the anomalies. The threshold selection is 

done using the POT algorithm.  Chen et al. [20] utilize an 

adversarial autoencoder called DAEMON. The model 

regularizes the hidden variables and reconstructs the data 

using the adversarial generation method. The top k dimension 

with the largest reconstruction error is also presented in the 

study. 

Several empirical studies have focused on Generative 

adversarial networks utilizing LSTM and sequential networks 

for time series anomaly detection.  Gieger et al. [21] utilize 

LSTM in the generator of GAN and use two critics for the 

discriminator; for anomaly detection, reconstruction loss is 

used. The overfitting of reconstruction loss challenges the 

model. Li et al. [22] proposed MAD-GAN to represent the 

dependencies across multiple sensors and actuators in the 

system for detecting anomalies. MAD-GAN used LSTM and 

RNN neural networks for generators, and discriminator and 

reconstruction loss were used to identify anomalous data 

points. Basar et al. [23] employed LSTM in the generator 

model with three stacked layers with 32, 64, and 128 hidden 
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units and used single-layer LSTM in the discriminator. Across 

all these studies, there is consistent evidence to suggest that 

GAN-based models are sensitive to the number of epochs and 

are not suitable to fully exploit the spatial-temporal correlation 

across multiple variables; model stability in the training 

process is also an issue with GAN[10]. 

Many studies have focused on Graph neural networks to 

represent the time series relation across multiple variables. 

Chen et al. [24] proposed a framework based on graphs. The 

framework detects anomalies based on the deviation between 

the inter- and intra-series patterns from anomalous to normal. 

Deng et al. [25] propose a graph deviation network to model 

the relationship between sensors using a graph network and 

detect deviation from this pattern.  Ge et al. [26] designed an 

autoregressive task to model temporal dimension and a graph 

to model spatial dimension. 

Additionally, some researchers applied the Graph 

Attention Network (GAT). Zhao et al. [27] employ each 

feature of a multivariate time series as univariate and process 

it with two GAT network feature-oriented and time-oriented 

GAT called MTAD-GAT. The model uses both reconstruction 

and prediction loss for inference.  Zhou et al. [28] also employ 

two GATs simultaneously, but in contrast to MTAD-GAT, 

GAN is used for reconstruction loss and MLP for prediction 

loss.  

The relation between sensor and actuator is represented 

by  Zhao et al. [29], which calculates a feature matrix and 

extracts its feature using a convolution encoder and time 

dimension using a convLSTM unit. The feature matrix is 

reconstructed using a convolution decoder and uses a 

threshold to determine anomalies. Zhang[9] proposes 

MSCRED, which first constructs the signature matrices. 

Subsequently, a convolutional encoder encodes the inter-

sensor (time series) correlations, and an attention-based 

Convolutional Long-Short Term Memory (ConvLSTM) 

network captures the temporal patterns.  

In addition to the model mentioned above, Thill et al. [30] 

proposed TCN-AE for the ECG dataset. The paper addresses 

the challenge of the ECG dataset, where anomalies are the 

same peak as normal time stamps but in different shapes.  He 

et al. [31] also employ TCN -AE on the ECG dataset; however, 

the prediction error is fitted to a multivariate Gaussian 

distribution to calculate the anomaly score. On the other hand, 

some researchers utilize the transformer. Tuli et al. [32] 

propose TranAD, which employs a transformer in an 

adversarial setup for anomaly detection. Kim et al.[33] utilizes 

multiple transformer encoders and a decoder layer. The 

decoder layer includes 1D convolution to fuse the 

representation of multiple encoders. It also uses thresholds to 

detect anomalies. Yu et al. [34] employ a transformer utilizing 

TCN for anomaly detection. Zeng et al.[35] also proposed an 

adversarial transformer with fused probability for anomaly 

detection. In the proposed model, the anomaly score is based 

on reconstruction error plus anomaly probability, which 

determines the probability of the current time stamp being 

anomalous.  

For threshold selection, the previous study LSTM-NDT 

[8] used nonparametric thresholding techniques, which 

demonstrated poor results. The POT [36] approach for 

thresholding is employed in models like USAD[6], MTAD-

GAT[27], TranAD [32], and DTAAD [34]. The acronym POT, 

which originates from Peaks Over the Threshold, represents 

the second principle of Extreme Value Theory (EVT). Instead 

of using human threshold setting and distribution 

assumptions, the POT method uses "extreme value theory", 

which relies on the Generalized Pareto Distribution (GPD) to 

examine data and choose the suitable value-at-risk (label) for 

dynamically establishing the threshold.The POT technique 

finds and extracts the highest values over a threshold. Use a 

generalized Pareto distribution to examine and model the data. 

The small application range of the POT technique makes 

threshold selection the most difficult [37]. The approach  

recommended by the proposed model uses reconstruction loss 

distribution to generate a threshold that maximizes 

performance measures. 

The key findings of the Literature review are summarized:  

• Sequential modeling using LSTM’s GRU RNN, etc., 

suffers from slow convergence due to recurrent 

connection and is not effective in capturing long-term 

dependency. 

• GAN-based models are sensitive, and the stability of the 

GAN model in high-dimension data is a challenge. 

• The local contextual window limits graph-based networks 

to create a Graph for modeling temporal and spatial 

dependencies. 

• Transformers are utilized in several studies [38] and are 

still in the inspection stage.  

• Hybrid models are showing promising results but are 

challenged by the integration of various techniques to 

fully exploit the spatial-temporal correlation and other 

interconnection amongst the multiple variables 

(sensors/actuators) in the system for detecting anomalies. 

To conclude, the recursive model necessitates the 

transmission of information about all preceding units. 

Convolutional networks in numerous sequence modeling 

tasks surpass RNNs and address the common drawbacks of 

recursive models, such as slow modeling or issues with 

gradient explosion/disappearance. Also, convolutional 

networks enable parallel calculation of the output. Temporal 

Convolutional Networks(TCN), which are dilated 

convolutional networks [39], can operate in the time domain.  

This paper introduces an autoencoder model that utilizes 

Temporal Convolutional Networks (TCN) and is trained on 

normal data from the SWaT water treatment plant. After being 
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trained with data that precisely reflects the regular working of 

the plant, the autoencoder has the potential to duplicate the 

typical behaviour of the sensors and actuators in its output. 

This is the essential notion that underpins the autoencoder. The 

reconstruction loss is computed for test data that includes both 

normal and anomalous time series. The underlying notion is 

that, given that the model is trained on regular operations, the 

reconstruction loss will be significantly lower than that of 

anomalous time stamps. Two approaches are compared to flag 

anomaly. First, LOF is used to model abnormal behaviour and 

is contrasted to the thresholding technique. Thresholding 

labels abnormal behaviour when reconstruction loss exceeds 

the threshold; otherwise, it is normal.  

3. Methods 
Given a training input time-series T, our goal is to forecast 

𝑌 = {𝑦1 , 𝑦2 , … . 𝑦𝑡} for any test time series t̂ that has the same 

characteristics as the training time series. Here, 𝑦𝑡  ∈ {0, 1} 

represents whether the data point at the t-th timestamp of the 

test data is anomalous (1 signifies an anomalous point). 

3.1. Data Preprocessing 
To enhance the effectiveness of the model training,  data 

standardization is employed for both the training and test data 

segments. The labels are removed for unsupervised 

processing, and the columns are converted to float and 

normalize using the Min-Max Scaler. 

𝑥𝑡 =
𝑥𝑡 − 𝑚𝑖𝑛(𝑇)

𝑚𝑎𝑥(𝑇) − 𝑚𝑖𝑛(𝑇) + 𝜖′
 (1) 

Here, min(T) represents the dimension-wise minimum, 

and max(T) represents the dimension-wise maximum vectors 

in the training time series. A very small constant 𝜖  is added to 

avoid division by zero. A local contextual window of length 

12 is taken, and the time series is converted to sliding window 

W = {W1, W2, ..., Wt}.  The total training window size is 

(494988, 12, 51) and the test window size is (449907, 12, 51). 

Here, 12 represent window size, and 51 represent the 

dimension of time series. In this study, the complete SWaT 

dataset is taken, unlike other models, which downsamples the 

data and then evaluates the performance measure. 

3.2. TCN 

Temporal Convolutional Networks (TCNs) are 

commonly employed in computer vision tasks, leveraging the 

advantages of convolutional operations in the temporal 

domain. The current study focuses on the versatile 

applications of temporal autoencoders, particularly in 

anomaly detection within time series data. The TCN is 

characterized by three key parameters: the kernel size (k), a 

list of dilation rates (q1, q2, ..., qL),) and the number of filters 

nfilters. The Temporal Convolutional Autoencoder (TCAE) 

compresses sequences temporally to generate a compact 

sequence and subsequently reconstruct the original sequence. 

Unlike traditional autoencoders, TCAE substitutes dense 

layers with convolutional architecture, resulting in a reduced 

number of weights compared to dense autoencoders. The 

encoder incorporates a down-sampling layer, while the 

decoder utilizes an up-sampling layer. To maintain 

consistency in input and output durations, the TCN relies on 

information from prior time steps, employing zero padding to 

ensure the output tensor matches the length of the input tensor. 

The proposed TCAE architecture comprises various building 

blocks, which will be detailed in the subsequent sections. 

3.2.1. Dilation Convolution 

Causal convolution is computationally expensive for long 

sequences. However, dilation convolution increases the 

magnitude of the receptive field without adding much 

computational cost. Convolutional layers in neural networks 

typically handle multivariate time series x[n] of dimension d, 

with 𝑋: →  ℝ𝑑. The convolution operation performed between 

each dimension 𝑥𝑖[𝑛] and the filter ℎ𝑗[𝑛] resulting in the 

output y[n]: 

𝑦[𝑛] = (𝑥 ∗ ℎ)[𝑛] = ∑ ℎ[𝑖]𝑡 ∗ 𝑥[𝑛 − 𝑖]

𝑘−1

𝑖=0

 
 
(2) 

 

y[n] ∈ R is the output, k is filter, and h[i] is the ith weight. 

During the convolution procedure, the input sequence x[n] is 

passed through a k-length window with filter weights h[i]. At 

each time step, the weights are used to compute a weighted 

average. The filter simply slides along the time axis; hence, 

the procedure is called one-dimensional convolution. The 

central idea is to learn suitable weights for the filter based on 

the task. The dilatation convolution refers to an extra 

parameter of the dilation rate, which defines the number of 

elements that are skipped from input signals between filters. 

The dilation convolution is written as: 

𝑦[𝑛] = (𝑥 ∗ 𝑞ℎ)[𝑛] = ∑ ℎ[𝑖]𝑡 ∗ [𝑛 − 𝑞𝑖]

𝑘−1

𝑖=0

 

 

(3) 

If q =1, it is the same as equation 2. The basic principle is 

a growing dilation rate throughout a series of dilated 

convolutional layers. The standard practice is to set the initial 

network layer's dilation rate at q= 1 and then increase it by a 

factor of 2 for each subsequent layer. Using this method, the 

model's receptive field can be expanded at an exponential rate. 

𝑟𝑎𝑐𝑎𝑢𝑠𝑎𝑙 = [𝑘
2⁄ ](2𝐿+1 − 2) + 1 (4) 

L define the number of layers and K is kernel size. Figure 

1 demonstrates the dilation convolution with the dilation 

factor increasing in the power of 2.   This method is employed 

in time series modeling as it allows for the learning of long-

term temporal patterns through the use of vast receptive fields. 
By utilizing this technique, the model's receptive field is 

increased without sacrificing resolution, unlike pooling or 

stride convolutions. Figure 1 presents the dilation convolution 
where the dilation rate is increased in the power of 2, and the 

output highlighted in blue depends on all the units in the input. 
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3.2.2. Temporal Convolution Network Architecture 

In essence, a TCN can be described as a series of residual 

blocks. Figure 2 shows 2 sub-blocks containing a weight 

normalization layer [22] to normalize the input of hidden, a 

ReLu activation function after the convolution layer, and a 

spatial dropout layer to prevent overfitting. Additionally, a 

skip connection [23] is employed to directly pass through the 

residual block and add to its output. 

The key parameters of the Temporal Convolutional 

Network are a sequence of dilations (q1, q2, …, qL), the size of 

the kernel (k), and the number of filters (nfilters). 

Fig. 1 The dilation convolution 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

  
Fig. 2 The TCN network architecture 
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Fig. 3 The TCN AE Model

3.3. Proposed Model: TCAE Model 

The encoders strive to create a condensed representation 

of the input sequence to capture significant features that 

identify both long-term and short-term dependencies. An 

autoencoder leveraging Temporal Convolutional Networks 

(TCN) as a fundamental component is introduced and referred 

to as a Temporal Convolutional Auto Encoder (TCAE), as 

illustrated in Figure 3.  

The encoder starts by analysing the input sequence x[n] 

with dimensions d set at 51. The TCN block consists of 

dilation (q = 1,…,16) increased by a factor of 2. A one-

dimensional convolutional layer (1 x 1 convolution) [40] is 

then used with parameters q = 1, k = 1, and 20 filters to 

effectively reduce the dimensionality of the feature map (TCN 

output). The series is down-sampled using an average-pooling 

layer. Consequently, the original input x[n] undergoes 

compression, resulting in an encoded representation, where g 

: {0, 1, . . . , T/s − 1} → Rc  

The decoder module uses an up-sampling layer to 

perform nearest neighbour interpolation, restoring the 

sequence to its original length. An additional TCN is used to 

process the up-sampled sequence; this TCN has independent 

weights but shares all of the encoder-TCN's parameters. At 

last, the input sequence is rebuilt using a Conv1D layer, with 

k = 1 and nfilters = d adjusted to match its dimensionality. x̂[n] 

= dec(g[n]), x̂ : T → ℝd. In the subsequent part, the utilization 

of the input sequence and reconstruction error for the purpose 

of identifying anomalies is discussed. Figure 4 depicts the 

training and validation accuracy achieved till epoch 5. 

 
 Fig. 4 The  Validation and Training loss vs epoch 

3.4. Anomaly Detection  

TCAE must learn compressed encodings of input 

sequences for precise reconstruction during training to 

circumvent the architecture constraint. The TCAE is trained 

on only normal time series in the training phase with the 

intuition that the TCAE should recreate normal data points in 

time series with minimal reconstruction loss. When TCAE 

detects patterns significantly different from the norm, we 

anticipate increased reconstruction loss. 

For anomaly detection, two methods are evaluated and 

compared  

• Using thresholding technique 

• Using LOF without thresholding  
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Algorithm 1: The TCAE model Training and Anomaly Detection 

Initialization : 𝑛𝑒𝑝𝑜𝑐ℎ𝑠 = 5, 𝑋𝑡𝑟𝑎𝑖𝑛 = 𝑇𝑟𝑎𝑖𝑛𝑖𝑛𝑔 𝑑𝑎𝑡𝑎, 𝜏 = 𝐴𝑛𝑜𝑚𝑎𝑙𝑦 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑, 𝑋̃[𝑛] = 𝑇𝑒𝑠𝑡 𝑑𝑎𝑡𝑎 

1. Preprocess data and convert to sliding window 

2 Initialize the trainable parameters and construct model TCAE() 

3. 𝑓𝑜𝑟{1 … . . 𝑛𝑒𝑝𝑜𝑐ℎ𝑠} 𝑑𝑜 

4. 𝑇𝑟𝑎𝑖𝑛(𝑇𝐶𝐴𝐸, 𝑋𝑡𝑟𝑎𝑖𝑛) 

5. end for 

6. Print the Training and Validation loss and save the model 

7. 𝑋̂[n] =  𝑇𝐶𝐴𝐸(𝑋̃[𝑛])     encode the test data on saved model 

8 E[n] = 𝑋̃[𝑛] - 𝑋̂[n]               calculate the reconstruction loss 

9. 𝑎(𝑛) = {
1, 𝑒[𝑛] > 𝜏

0,  𝑒𝑙𝑠𝑒
 

10. Return a(n)          for each time series point 

3.5. Thresholding Technique 

Once the reconstruction loss is obtained for the test data 

to flag anomalous time series, a thresholding logic is 

employed; if the reconstruction loss is above a threshold 𝜏 we 

flag the time series as anomalous (1) or else normal (0). The 

key logic is to find the threshold for which we used 10% of 

the test data labels with reconstruction loss and perform a grid 

search to find the optimal threshold, which maximizes the F1 

score. Algorithm 1 describes the Temporal Convolutional 

Auto-Encoder (TCAE) model utilized for anomaly 

identification. Firstly, the model is trained on a normal dataset 

during steps 1 to 6 of the algorithms. The saved model is called 

to predict the reconstruction loss on test data, which contains 

both normal and anomalous data points in steps 7 and 8. If the 

reconstruction loss is above the threshold, the data point will 

be flagged as anomalous.  

3.6. LOF without Thresholding 

Reconstruction loss is the residue between the predicted 

value and ground truth values. The Experiment was conducted 

using the widely used outlier detection method known as 

Local Outlier Factor (LOF). LOF calculates the local density 

deviation of a data point with its neighbors. Points with a low 

LOF are considered anomalous. The selection of the anomaly 

data point is based on the local neighborhood. The threshold 

value is not used. We applied the reconstruction loss to LOF 

to identify anomalous (1) or normal (1) data points in a time 

series. In the LOF setup, an 11%  contamination rate is 

applied, and the number of neighbors is set to 50. However, it 

is seen that the thresholding strategies yielded superior results 

compared to LOF.  

4. Results and Discussion 
TCAE was trained, validated, and tested on a machine 

equipped with a GPU A100 and 64GB of RAM. The normal 

operation records from the complete SWaT dataset are utilized 

to train and validate the autoencoder by fine-tuning the 

hyperparameters, as elaborated in section 3.3. The TCN layer 

employs 40 kernels of size 40, with dilation growing 

exponentially from 1 to 16, followed by a 1D convolution with 

20 filters. Downsampling occurs at a rate of 2. The decoder 

network shares the same parameters and relearns the weights. 

The learning rate is 0.001, the kernels are started with glorot 

normal, the loss function is a mean square error, and the 

number of epochs is 5. 

4.1. Dataset 

The SWaT water treatment plant replicates advanced 

large-scale water treatment systems capable of producing 5 

gallons per minute of double-filtered water. It paves the way 

for academics to verify the efficacy of cyber defenses and 

examine the response of an operating ICS to cyberattacks. In 

SWaT, the water treatment process is comprised of six 

different and interconnected sub-processes, which are denoted 

as phases P1 - P6. SWaT stages are equipped with sensors and 

actuators, including water level sensors, control valves, flow 

meters, and pumps.  

They keep tabs on the water's chemical and physical 

properties at that stage and relay that data to the PLCs. Each 

Programmable Logic Controller (PLC) will manage 

operations through an independent network. An 11-day 

timeframe was used to gather the SWaT dataset, with the 

system running continuously at 24 hours per day. Over the 

final four days of the 2016 SWaT data collection phase, a 

monumental 36 attacks were launched [41]. Generally, the 

attacked points include sensors (e.g., water level sensors, 

flow-rate meter, etc.) and actuators (e.g., valves, pumps, etc.). 

The test bed was subjected to various attacks with distinct 

objectives and varying durations during the last four attack 

days.  

4.2. Attacks on the SWaT Dataset 

Researchers conducted experiments on the SWaT 

systems to examine cyber-attacks and analyse system 

responses. A total of 36 attacks were placed into SWaT [42]. 

For illustrative purposes, an exemplary attack scenario is 

provided. The objective was to compromise the performance 

of SWaT from its nominal level, such as 5 gallons per minute, 

through a targeted attack.  The sensor LIT401, which is 

responsible for sensing the water level of the RO feed tank p4, 

was compromised in this particular case. The attacker 
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successfully manipulated LIT401 to decrease the level of the 

RO feed tank from 800mm to 200mm. This action led to the 

cessation of pumping by PLC-4 for P401, resulting in a 

reduction in water flow to P5. The impact of the attack on 

sensor LIT401 had a detrimental effect on the output water 

flow rate of the RO unit, as reflected in the FIT501 readings 

in P5.  

To maintain system parameters, the flow rate must adhere 

to a specific value, approximately 1.2cm/hr., translating to 

roughly 5 gallons per minute of treated water. The monitored 

data during the experimental period revealed a decrease in the 

amount of treated water, underscoring the efficacy of the 

attack in disrupting the intended system performance. 

4.3. Design Consideration 

During the first stage of the experiment, two variations 

were tested to assess how the design of SWaT affects the 

ability of TCAE to detect anomalies. 

4.3.1. Design Centric 

Based on the SWaT design, use stage-wise grouping. 

Thus, six separate detectors monitor each SWaT stage in real 

time. Each level of SWaT has interdependent water filtration 

processes. 

4.3.2. Data Centric 

The autoencoder model operates independently and does 

not require the design information for Anomaly Detection. 

While the design-centric only sees a fraction of the plant state, 

in data-centric, the TCAE performs real-time monitoring of all 

observable conditions of the entire plant, i.e. all six stages are 

processed as one unit by the model. 

The SWaT architecture features stage dependency, where 

PLCs in stages are interconnected to ensure the precise 

operation of sensors and actuators. Data-centric strategies in 

plant analysis leverage many interdependencies to view all 

stages as a unified entity. Therefore, only a data-centric 

approach is employed. To the best of our knowledge, the 

proposed model TCAE is the first one to consider a complete 

SWaT dataset for training without downsampling the samples. 

Table 1 shows the SWaT dataset's information. The entire 

496800 data points are preprocessed according to the 

guidelines outlined in section 3.1. The preprocessed data 

points are sampled using sliding window and total training 

data (494988,12,51) consists of 494988 windows where 12 is 

window size and 51 is the dimension of the SWaT dataset. 

Table 1. The Dataset information 

Dataset SWaT 

Variables 51 

Attacks 38 

Training data 496800 

Testing data 449919 

Anomaly % 11.98% 

4.4. Performance Measure  

Anomaly detection methods aim to identify anomalies 

within a defined time series window. To categorize each point 

as either normal or anomalous, it is necessary to establish an 

anomaly threshold. Nevertheless, the threshold involves a 

tradeoff between the number of missed positive cases (recall) 

and the number of incorrect positive cases (precision). One 

performance indicator that is utilize is the F1 Score, which 

compares algorithms based on their precision and recall, 

ensuring that these two objectives are about equal. A grid 

search is performed to identify the threshold value that 

optimizes the F1 score. The concept involves utilizing 

supervised learning to choose the best threshold from a limited 

set of time series data with labels and then implementing it 

over the entire series. A 10% subset is extracted from a time 

series and analyzed to determine the threshold that produces 

the highest F1 score. This assessment is repeated ten times, 

each time utilizing a distinct 10% subset of the data to account 

for variations. We modify the criterion for the chosen segment 

and analyze the remaining 90% of the data to determine the 

average outcomes. 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 +  𝐹𝑃
 

(5) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 +  𝐹𝑁
 

(6) 

𝐹1 =  
2 ∗  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛  ∗  𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 

(7) 

4.5. Experimental Results 

In this section, the results are presented. The trained 

model of TCAE is evaluated on test data, which contains 

449919 data points. Figure 5 displays the distribution of 

reconstruction loss for test data with both anomalous and 

normal timestamps, while Figure 6 shows the box plot of the 

reconstruction loss.  

 
Fig. 5  Distribution of Reconstruction Loss 
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Fig. 6 The box plot of reconstruction loss 

 
Fig. 7 Distribution of anomaly labels using LOF 

The reconstruction loss is processed to identify 

anomalies.  Results for both techniques: 

• Thresholding approach and 

•  LOF 

is presented. The LOF approach predicts anomaly labels based 

on reconstruction loss, with hyperparameters set at 50 

neighbors and 11% contamination. Figure 7 shows the 

distribution of anomaly labels. Label 1 represents anomalies, 

and label 0 represents regular instances. LOF uses the density 

of data points in the reconstruction loss as a key factor to 

detect anomalies. LOF processing is based on the rationale 

that anomaly data points come from low-density areas and will 

have higher LOFs. The achieved result is unsatisfactory, with 

an F1 score of 0.2084 and AUC of 0.57, as shown in Figure 8. 

 
Fig. 8 The ROC curve using LOF 

 
Fig. 9 The ROC Curve using thresholding 

In the thresholding technique, the key is to identify the 

threshold, which is elaborated in section 3.4. If the 

reconstruction loss is above the identified threshold, the data 

point is flagged anomalies; otherwise, it is normal. The 

outcome obtained using the thresholding technique is 

remarkable. The optimal threshold determined using grid 

search is 0.3680, resulting in an optimal F1-score of 0.7436. 

Figure 9 displays the ROC curve with an AUC value of .80 

using the thresholding procedure.  

Table 2. Results of TCAE vs other models 

Model Precision Recall F1 Score 

DAGMM 0.4695 0.6659 0.5507 

USAD 0.7488 0.5945 0.6627 

LSTM-NDT 0.7777 0.5108 0.6166 

TCAE (Our Model) 0.9435 0.6136 0.7436 
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In Table 2, the result is presented and compared with other 

models, namely USAD, DAGMM and LSTM-NDT.  The 

model USAD,  LSTM-NDT, and DAGMM are implemented 

on the SWaT dataset. The DAGMM model utilizes an 

autoencoder and Gaussian Mixture Model (GMM) estimator. 

The USAD utilizes an adversarial-trained autoencoder. 

LSTM-NDT utilizes LSTM networks and introduces a 

nonparametric thresholding technique for anomaly detection. 

The proposed model is compared with three baseline methods 

that utilize autoencoder and Recurrent Neural Network (RNN) 

to capture temporal dependencies in time series. The methods 

are contrasted with our proposed model, which employs a 

Temporal Convolutional Network (TCN) to model time series. 

The TCN model demonstrates a strong benefit over traditional 

dense neural networks by utilizing dilation convolution with a 

higher receptive field, which proves beneficial for modeling 

long-term temporal dependencies in time series data. The 

incorporation of residual connections in TCNs further 

enhances the stability and efficiency of the learning process. 

The parallelism makes TCNs faster and more efficient in 

training and inference, especially on long sequences. 

 

4.6. Discussion  

The research focuses on identifying anomalies in 

multivariate time series data. The Secure Water Treatment 

(SWaT) testbed on the industrial control system is used to 

identify anomalies, which are unbalanced data sets with an 

anomaly rate of 12%. The thresholding technique is optimized 

for the tradeoff between precision and recall in a high-

dimension SWaT dataset (51 dimensions).  The efficiency of 

the proposed model  TCAE against the SOTA model is shown 

in Table 2. It shows that the proposed model has a higher F1 

score than the other models. Since the TCAE model uses 

dilation convolution, it can handle the long-term temporal 

pattern effectively. Stable gradient and parallelism are other 

notable advantages of the proposed model TCAE.  

Furthermore, the dense neural networks are replaced by 

convolution operations, resulting in computational efficiency 

for large data sets like SWaT. The proposed model is based on 

the rationale that anomalous data points will have high 

reconstruction loss because the model is trained to learn the 

representation of normal data points.  

The key findings of the research works are: 

• DGMMM struggles with high-dimension data due to the 

absence of explicit temporal mapping in the approach and 

the utilization of a singular GRU model.   

• USAD faces challenges in classifying long-term 

anomalies due to the limited contextual window used for 

processing.  

• The proposed model TCAE learns the robust 

representation of time series and handles the complex 

temporal dependency for anomaly detection. 

• The research explored the techniques used to decide the 

threshold. Finding thresholds is challenging because 

finding accurate boundaries for normal and abnormal data 

is difficult, as different sensors collect the data. 

• The proposed model utilizes TCN, which supports 

parallel processing and addresses the challenge of 

sequential networks using LSTM and RNN to model time 

series. 

The graph is presented on the test data, which includes the 

anomalies in the dataset. The anomalies are predicted by the 

TCAE model using both LOF and thresholding techniques. 

Figure 10 represents the plotting of predicted anomaly labels 

using the LOF method. The Local Outlier Factor (LOF) 

algorithm is an unsupervised method for detecting anomalies 

by measuring the deviation in the density of a certain data 

point to its nearby points. LOF identifies outliers as samples 

with significantly lower density compared to their neighbors. 

Figure 11 displays a graph showing the predicted anomaly 

plotted against the ground truth (actual anomalies) on the 

reconstruction loss. The blue color symbolizes reconstruction 

loss. The red dot represents anomalous data points, whereas 

the yellow dots reflect predicted anomalies. The dashed 

horizontal line represents a threshold.

 
Fig. 10 The Plotting of Reconstruction loss with Predicted anomaly and actual anomaly data point using LOF method without threshold  
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Fig. 11 The Plotting of Reconstruction loss with the Predicted anomaly, actual anomaly data point and threshold value. The data points above the 

threshold are flagged anomalous, shown in yellow colour

The relationship between threshold values and Precision, 

Recall, and F1 score is analyzed to determine the best 

threshold, which falls within the range of 0.36 to 0.38. Figure 

12 shows the graph of the F1 score, Precision, and Recall 

plotted against the Threshold. The tradeoff between precision 

and recall is adjusted using the F1 score to minimize false 

positives and balance precision and recall for best 

performance. 

 

 
Fig. 12  F1 socre vs threshold, precision vs threshold, recall vs threshold 
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5. Conclusion and Future Work 
This paper presents a TCAE structure that is trained in an 

unsupervised manner to acquire compact representations of 

time series data. To the best of our knowledge, this study is the 

first to showcase the combination of the Temporal 

Convolutional Network (TCN) and autoencoder (AE) on the 

SWaT dataset.This study implemented an autoencoder 

utilizing a temporal convolution network named (TCAE). The 

TCAE leverages dilated convolutions to enhance the receptive 

field for effective modeling of long-term dependencies in time 

series. Two strategies suggested for identifying abnormal data 

points are the LOF and thresholding approach. The results 

demonstrate superior performance with the thresholding 

strategy. The study also evaluates the performance in 

comparison to various thresholding methods, such as 

nonparametric thresholding utilized in LSTM-NDT and the 

POT approach utilize in USAD. To model interdependence 

between stages, this study employs a data-centric method that 

treats the entire SWaT dataset as a single unit for processing 

rather than treating each stage independently. The F1 score 

shows an overall performance gain of more than 20% 

compared to the average baseline performance of other 

models. The TCAE model presented in this paper appears to 

be well-equipped for capturing complex long-range temporal 

patterns.  

In our upcoming study, we aim to explore uncharted parts 

of TCAE, such as implementing stacked dilated convolution 

layers and incorporating a concatenation layer to gather past 

outputs of each dilated convolution layer. Increasing user 

confidence by utilizing explainable AI to illustrate the 

characteristics that lead to abnormal data values is also a 

further research direction to consider. 
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