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Abstract - In recent times, the soft computing criterion is competent for tackling practical ambiguities involving numerous 

techniques, specifically neural networks, approaches to fuzzy logic, and evolutionary computational techniques.  Various soft 

computational-based metaheuristics for minimization of risk governing portfolio optimization by using Particle Swarm 

Optimization, Differential Evolution and Genetic Algorithm approach focusing on optimization of CVaR (Conditional Value at 

Risk) measures within various market situations established on diverse objectives and constraints have been discussed within 

this article. The territory of portfolio optimization is meant for the selection of the range of diversified assets present in a 

portfolio, thus constructing a portfolio which can be best by considering some stated principles.   In the modern era, 

multiobjective optimization procedures have proven important within the area of business intelligence, measuring the market 

risk–return paradigm. VaR (Value at Risk), being a prevailing technique in ascertaining downside risk within a portfolio, has 

been elucidated as pth percentage of returns on a specified portfolio to plan any horizon. Another vigorous technique remains 

the Conditional Value at Risk to determine the labeled risk entity in a portfolio within unstable market circumstances. The 

suggested techniques have also proved beneficial in the selection of various financial instruments in comparison to their VaR 

counterparts. The obtained results depict a promising outlet for determining excellent portfolio returns. 

Keywords - Conditional Value at Risk(CVR), Differential evolution, Genetic algorithm, Particle swarm optimization, Value at Risk. 

1. Introduction  
In the existence of changeability in today's current 

financial activities, controlling is a must for balancing the 

risk and return control of an investor for analyzing a result at 

the very outset [1, 2]. In recent times, portfolio management 

has gained importance due to the demand for reaching a 

decision for investment avenues in an array of occurrences 

involved with a higher amount of risk, in turn indicating 

financial risk and return, which are interlinked. This 

ultimately proves to be a significant factor in the scope of 

financial investment decision-making. The working out of 

risk-reward of various investments involves various assets 

and related factors for the maximization of returns or 

minimization of risks over the course of investment time. As 

established by Markowitz (1952) [3], an asset should always 

be selected considering its co-movement with others and 

without considering its features only. According to 

Markowitz, risk can be estimated by the standard deviation 

of returns involving diversified investments, possessing 

negative or limited correlations in the status of their 

movements resulting in a reduced risk structure. Markowitz 

has measured this by a correlation coefficient lying between 

+1 and -1. Various models for selecting a portfolio have been 

recommended to date, most of which consist of the initial 

mean-variance models conjoining the Markowitz (1952) [3] 

work.  Frequently, moderation in the techniques of 

optimization established in market schemes has counted its 

importance [4]. It is not really a concern about spotting the 

model based on it; the law is concerned with the culmination 

of techniques measuring market risks along with the 

enhancement of return within a portfolio. It has been 

declared that risk measurement is assumed to be the 

performance of the expected return within a portfolio in 

almost all models. VaR (Value at Risk) [5,6,7] is the widely 

used technique for measuring the downside or financial risk, 

which in turn is associated with losses and is held to be the 

risk associated with the actual return, considered under the 

expected return scenario and is also known as the uncertainty 

within a portfolio. VaR is characterized as pth percentage of 

return within a portfolio in an outlined context [7]. Thus, low 

standards of p (less than 10, 5 or even 1) interpret the 

absolute fallout of returns within a portfolio. VaR thus can be 

referred to as (i) a terminology measuring risk, (ii) allowing 

space for effective and systematic risk management, (iii) 

rendering an enterprise-distending technique for retail 

governance, including (iv) empowering risk assessment. 

Business enterprises are willing to manage varied financial 

transactions based on VaR, which is essential for plotting a 
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plan of action for investment decision-making. Moreover, if 

decisions are made in connection to VaR, then definitely 

associated risk should be taken into 

consideration.  Rockafellar and Uryasev (2002) [8] have 

proposed considering the sequence of events based on a 

model for the optimization of a portfolio. For this purpose, 

they have chosen conditional value at Risk (CVaR). CVaR 

aids in predicting the amount of loss exceeding the value of 

VaR. Thus, the model proposed by them minimizes CVaR in 

the run of calculating VaR, concluding that marginal CVaR 

is identical to lesser VaR in respect of normally appropriated 

portfolio returns [8]. VaR within a confidence level has been 

considered as the utmost amount of loss no longer exceeding 

the stated level of expectation within a stated period [7]. It is 

usually regulated by a criteria scheme of three criterion 

consisting of (i) the time extent (commonly 1day, 10 days, or 

even a year), decided by the extent of time accomplishing an 

enterprise to liquidate the assets possessed or to be held back 

in the portfolio; (ii) the level of confidence (standard values 

are 95%), stating the assessment of interval within which 

VaR hopefully not exceeding the part of itself within 

currency; along with (iii) highest amount of estimated loss.  

 

In comparison with VaR, CVaR is an array of risk-

measuring tasks in scenarios of risk involving effective 

benefits determining the distribution of loss within 

distinctive financial markets [8]. Because of the similarity 

within various proposed structures, utilization of the 

mentioned structures has turned out to be a vital 

characteristic within financial market scenarios. CVaR has 

been defined as a weighted average of VaR value with CVaR 

+ (positive), along with nil value of VaR and CVaR- 

(negative), being consistently positioned. A particular 

method for calculating CVaR considering the contingency of 

VaR provides the financial worth of weights in the presence 

of others. Counting the advantages of CVaR above VaR has 

turned out to be a considerable urge in developing the CVaR 

technique despite ample efforts given for determining an 

effective algorithm for optimization of VaR within high-

dimensional scenarios, which are not yet feasible.  

 

Thus, CVaR has proved to be a systematic technique 

which can quantify risk beyond VaR [8], being constant at 

various levels α, and proved to be a fixed statistical 

measurement possessing essential characteristics. CVaR thus 

remains to be an exceptional mechanism in the process of 

risk measurement and optimizing portfolios along with linear 

programming possessing numerous dimensions with the 

company of massive numerical applications. Many times, at 

different confidence levels, distributions are being framed for 

multiple risk restrictions with tasks mentioned previously, 

holding to be the faster techniques and methods for online 

operation. Rockafellar and Uryasev (2002) [8] treated the 

CVaR technique as rational, considering the mean-variance 

technique having return constraint and known as variance 

minimal on conditions with a normal loss distribution level.  

Thus, within the field of finance, portfolio optimization 

remains very vital for research, indicating the issue of 

optimal allocation of accessible capital within numerous 

assets. Due to the challenging attributes and increasing 

intricacies of the markets, demand here lies in finding the 

methodologies which prove to be very beneficial from a 

diversified assets management outlook. Putting under 

consideration, mathematical approaches become incapable of 

providing solutions required for advanced models in this 

field, which involves a high number of intricacies and 

objectives.  

 

The present research work addresses the query, "How 

can a concern allocate the investment portfolios for 

minimizing the risk involved by using the metaheuristic 

based computational techniques?" 

 

Thus, the basic objective is to review the challenges and 

issues involved in the effective optimization of portfolio 

allocation by analyzing the application of various soft 

computing techniques for risk minimization purposes. The 

necessity for the research was raised due to the existence of a 

few numbers of applications of different soft computing 

paradigms within the field of portfolio management. 

 

Although PSO, DE and GA [9] provide an excellent or 

better performance, there are still a few drawbacks, like 

falling into a regional optimum, requiring rectification. Here, 

in this research work, the author has intensified finding out a 

framework of the algorithms, in turn developing those 

against various functions for the sake of comparison of the 

values with different fitness functions- CVaR and VaR. 

 

2. Related Literature 
Literature provides an idea of the usage of several tools 

and approaches which are used by organizations for the 

selection of optimization of projects. Every approach 

possesses its unique advantages and disadvantages. Usually, 

organizations are not only applying a single technique but a 

set of approaches or techniques [3, 10, 11, 12, 4] 

 

Thus, the organization needs to adapt and develop or 

accept a specific technique required for integrating and 

supporting its project portfolio selection. Chang et al. (2009) 

[13] targeted to resolve the Mean-Variance portfolio 

optimization complication by checking restraints in 

cardinality restraints within weights. To get this target 

fulfilled, the author of the stated article has applied three 

different algorithms: Genetic Algorithm, including Taboo 

Search and Simulated Annealing. The conclusion drawn 

from this research study renders cardinality restrictions 

existence managing a non-continuous impressive borderline. 

This is why the impressive frontier is built by a mathematical 

approach and well-established over all sets of dissipated 

scenarios. C. Aranha and H. Iba (2007)[14] in their work 

adapted a GA-based Portfolio Optimization approach for 
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taking into consideration the previously held position, aiming 

at minimizing the transaction costs through minimization of 

the difference between the previously held portfolio and the 

portfolio for that present time period. They have changed the 

approach in two different ways to achieve the established 

Euclidean distance between the portfolios held and the 

targeted portfolio as the next objective for the GA and 

seeding the population with individuals from the 

optimization run from the previous position. They have 

explained the Portfolio Optimization problem in a detailed 

manner and described the GA- based Portfolio Optimization 

method.  

 

The author did an empirical investigation of the 

alterations done and compared results with the vanilla 

technique. Ruben Ruiz [15], in his work, proposed using four 

algorithms within the EDA family, namely, the UMDA, 

PBIL, PBILc and EMNA algorithms, elucidated within the 

research work. In this work, a set of experiments were 

presented, in which the performance of the hybrid RAR-GA, 

along with the RAR crossover operator and EDA approach 

on the portfolio selection problem, was compared.  Within 

this study, a hybrid optimization approach has been proposed 

for solving the portfolio optimization problem through a 

combination of evolutionary approaches, quadratic 

programming, and a specially designed pruning heuristic. 

 

Tun-Jen Chang et al. (2009) [13] purposed their research 

work to show portfolio optimization problems involving 

cardinality-constrained efficient frontier that can be resolved 

at per the expectation level by the state-of-the-art genetic 

approaches only if various risk measuring approaches like 

mean–variance, semi-variance, mean absolute deviation and 

variance with skewness are used. These even exhibited those 

practical portfolio optimization complications having 

numerous assets drawn from three different market stock 

indices, which can be resolved by using genetic algorithms 

within a practical time period. This research reports portfolio 

optimization for risk measurement, which the author here has 

experimented deep into the basic structure of genetic 

algorithms. 

 

This research study stated that cardinality-constrained 

portfolio optimization issues could be resolved within 

various risk measures facing no hurdles. Ardia et al. (2010) 

[16] have illustrated the usage of DEoptim for finding 

portfolios whose downside risk exposure has been optimized. 

The most well-known measures are Value-at-Risk (VaR) and 

Conditional Value-at-Risk (CVaR) for estimating downside 

risk.  To establish such, the author brought DE and DEoptim 

into their part of the study. Ankit Dangi (2012)[17], in his 

research study, demonstrates a new mechanism for reaching 

an optimal solution in terms of encoding various optimal 

solutions within a solution bank for monitoring the search 

mechanism with respect to the global investment 

objective. Thus, conceptualizing the character of individual 

solver agents providing optimal resolution to a bank of 

solutions, including a super-agent solver which determines 

from the solution bank, finally reacting as a knowledge-

based computationally monitored agent technique for 

investigating, analyzing and reaching an optimal solution for 

informed investment determination. The work focuses on 

describing the complications in financial portfolio 

optimization by the combination of numerous optimal 

solutions and driving a computationally handled technique 

against a satisfactory solution. Within the category of 

stochastic-search agents, the Ant Colony Optimization 

(ACO) technique has been accepted.  Jarraya and Bilel 

(2013) [18] target determining a framework of Metaheuristic 

optimization for the two mono-objective issues and 

multiobjective issues along with their operation within the 

portfolio optimization procedure.  

 

The rest of this experiment is categorized into various 

parts, exploring the principal approach of mono- objective 

Metaheuristics and their usage within the domain of portfolio 

optimization and investigating techniques of multiobjective 

Metaheuristics along with their utilization for optimizing a 

portfolio. This investigation, in turn, is categorized into two 

different parts. Firstly, by allowing the application of mono-

objective Metaheuristics for the optimization of a problem.  

The next part emphasizes application research for 

multiobjective Metaheuristics for solving the problem. 

KhinLwin et al. (2014) [49] have proposed an effective 

learning-guided hybrid multiobjective evolutionary approach 

for solving the constrained portfolio optimization issue 

within the extended mean-variance structure.  A. Adebiyi 

Ayodele and K. Ayo Charles (2015)[20] objectified their 

study for improvement in the extended Markowitz mean-

variance portfolio selection model by the introduction of a 

new constraint familiar as an expert view practicable for 

preferring or choosing a portfolio within a real-life 

situation.  Findings proved better results and showed the 

effect of the computational outcome obtained from this 

research with an extension of Markowitz's mean-variance 

portfolio selection technique.  

 

The usage of PSO resolves the model stated in this 

research and is detected to be improvised in comparison to 

the algorithms present, particularly the GA.  In his thesis, 

Konstantinos Liagkouras (2015) [21] addresses numerous 

configuration problems in terms of the application of 

MOEAs for resolving the problem of the constrained 

portfolio. The above advanced multiobjective evolutionary 

algorithm (MOEA) has been incorporated, which is an 

original method of description and has essentially formulated 

a genetic operator for resolving the optimization issue within 

constrained portfolio structures. In this thesis, the author has 

developed a technical structure for administering an 

extensive literature analysis based on research studies in the 

area of MOEAs to manage a portfolio over the long run 
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across numerous disciplines. An original representation 

framework for solving the issue of optimization in 

constrained portfolio optimization has been proposed in this 

study. Further, it has been observed that the most variedly 

utilized risk measuring technique within the compatible 

research study is the 'Variance', succeeded by the value of 

VaR. Ye Wang et al. (2016) [22] have researched the issue of 

portfolio selection in the spectrum of hybrid uncertain 

decision systems. The main objective was to maximize the 

entire expected return rate. For testing the robustness of the 

applied technique, comparative analysis, and different swarm 

intelligence approaches, three other variants of the genetic 

algorithm have been applied. The hybrid algorithm has been 

named the bat algorithm-scout mechanism (BA-SM).   

 

The algorithm has been experimented with over a 

granted set of portfolios which includes five numbers of 

portfolios that have again been analyzed and compared along 

with various optimization approaches, which in turn are 

tested based on similar benchmarks. Ana B. Ruiz et al. 

(2017) [15], in their work, have addressed a multicriteria 

model of portfolio selection criterion and have considered a 

preference-based evolutionary multiobjective optimization 

approach for ascertaining Pareto optimal portfolio resolutions 

relying on the choices of an investor. Initially, they proposed 

a three-objective optimization model for portfolio selection, 

in which the uncertainty of the portfolio returns is modelled 

by means of an LR-power fuzzy variable.  

 

Antonio Marcos and Hugo (2018) [24] have considered 

the issue of equity valuation. The usage of fuzzy multi-

criterion in decision-making has been delineated to resolve 

the issue. Also, suggestion assists in incorporating ambiguity 

within the issue with the use of fuzzy mathematics. 

Numerical instances acquired with visible information from 

the Brazilian stock market have been presented for 

explanatory requirements. The fuzzy approach was described 

in the appendix meant for those who are willing to simulate 

the results. The study concluded that the usage of fuzzy 

multi-criterion techniques for equity evaluation led to sound 

investment decision-making procedures. Mojtaba Sedighi et 

al. (2018) [9] have suggested a new procedure for stock 

portfolio multiobjective optimization using three modules 

containing SPEA, ANFIS and CAPM.  

 

This study examines and evaluates the presented model 

on the Tehran Stock Exchange. It also discusses the robust 

strategies on market data and discusses the performance of 

presented models empirically under real constraints. In this 

study, a new model for the stock management system is 

designed using SPEA, ANFIS and CAPM to predict stock 

prices and achieve greater returns more accurately. The 

integrated model has been examined by employing stocks on 

the TSE TEPIX and TSE TEDIX indices to test the 

performance of the proposed technique. The model is tested 

by applying stock data from 2007 to 2017.  

3. Motivation & Objective 
In terms of future developments, motivation is raised for 

extensions possible in the portfolio optimization field after 

the literature has been studied. The first extension was to try 

Metaheuristics along with different risk minimization 

techniques, such as fitness functions. The next action was to 

introduce new criteria within the process of investment. The 

proper selection criterion happens to be very important for an 

analyst while fine-tuning the approach for day-to-day 

practice. Finally, it is targeted for the application of other 

multi-criterion approaches within computational 

programming procedures. The author's major intention was 

to find a structure for algorithms for the various application 

functions. The composition of the values has finally been 

determined. The values of VaR and CVaR are placed 

accordingly to depict the comparison of the minimum 

amount of risk involved within the portfolios.  

 

4. Metaheuristics: Concepts and Principles 
The concept of metaheuristic is considered an upper-

graded operation which can also be stated as a heuristic for 

creating, developing, and eliciting a heuristic, which in turn, 

is a partial search technique able to present an appropriate 

and sufficient resolution to any optimization issue, mainly 

having insufficient or faulty data with limited computational 

scope within the area of computer Science which has been 

described by Bianchi et al. (2009) [25]. Metaheuristics can 

design distinct outcome characteristics, which are tough to 

design and disintegrate. Metaheuristics may not be able to 

develop any hypothesis regarding solving an optimization 

issue exhibiting complications. Almost all research findings 

on metaheuristics continue to be partially proved regarding 

the possessed attributes except a few discoveries and 

developments with philosophical consequences, which can 

be utilized to provide a result for detecting the global 

optimum.  

 

In terms of developing a local search heuristic, 

numerous thoughts of metaheuristics are proposed for 

achieving superior or wonderful results. These metaheuristics 

comprise Simulated Annealing (SA), Iterated Local Search 

(ILS), Tabu Search (TS), including Variable Neighborhood 

Search (VNS), which in turn are unrestricted to the areas of 

local search and global search metaheuristics. Among the 

additional global search metaheuristics being not prohibited 

from the domain of local search are known to be population-

based metaheuristics, including Genetic Algorithm (GA), 

Particle Swarm Optimization (PSO) technique, Differential 

Evolution (DE) and Ant Colony Optimization (ACO) 

technique [26].  A single explanation technique seeks 

attention to modifying, developing, and reorganizing the 

single candidate resolution, which has properly been 

mentioned in SA, VNS, and ILS, along with guided local 

search, has been stated by Tabli (2009) [27].  
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Population established approaches directed at 

controlling along with developing numerous candidates by 

utilizing the population characteristics aiding the search as 

being discussed in GA and PSO [27]. Swarm intelligence is a 

metaheuristic being established over undivided 

characteristics of scattered, self-admitted mechanisms within 

a swarm populace. PSO as described by Tabli (2009) [27], 

ACO discussed by Dorigo (1992) [28], Penguin Search 

Optimization Algorithm as delineated as PeSOA, Social 

Cognitive Optimization, and Artificial Bee Colony defined 

by Karaboga (2010) [29] are representations of the 

mentioned optimization approaches. DE is another technique 

often being used as a metaheuristic for global optimization, 

having restricted search capacity relying on generating the 

initial population proving to be a significant factor due to the 

influence of search for varied iterations creating an impact on 

the result. 

 

4.1. Particle Swarm Optimization (PSO) 

Amidst the familiar swarm-enlivened approach within 

the area of computational intelligence, Particle Swarm 

Optimization (PSO) [30, 31] is widely popular as a 

simulation of uncomplicated social organization. Thus, 

particle swarm optimization (PSO) is defined to be a 

biologically exhilarating evolutionary computing pattern 

which stands to be a population-based optimization approach 

stimulated through the socio-cognitive behavior of bird 

flocking or fish schooling as described by Glover (1977) [32] 

and Yang  (2011) [33], objectifying to simulate the ballet of 

birds graphically flock and fish school initiated with random 

resolutions also researching for the most favorable through 

repetition of generation. PSO has been proven to be a 

favorable operation in varied areas due to its appropriateness 

in providing improvised outcomes within a short time frame 

and having legitimate characteristics compared to other 

approaches.  

 

4.1.1. Pseudo Code of PSO  

Step 1: Initialize the particle for each one. 

END 

REPEAT 

Step 2: Calculate the fitness value for all particles.  

(If fitness worth is found to be superior to the super 

best fitness worth p best, within the entire process, 

the newly obtained p best is required to be all set 

meant for present worth) 

END 

Select a particle having the best fitness worth 

among the particles within g best. 

Step 3: For all particles, calculate the particle velocity 

mentioned and then reposition the particle.  

END 

Even provided that maximal iterations or the 

minimum error criterion have not also been 

obtained. 

 

Later finding the two best worth, the particle amends 

its velocity and locations along with the assistance of the 

subsequent equations (1) and (2). 
 

𝑣( ) = 𝑣( ) + 𝑐1
∗𝑟𝑎𝑛𝑑( )∗(𝑝𝑏𝑒𝑠𝑡( ) − 𝑝 𝑝𝑟𝑒𝑠𝑒𝑛𝑡( )) +

𝑐2
∗𝑟𝑎𝑛𝑑( )∗(𝑔𝑏𝑒𝑠𝑡( ) − 𝑝𝑟𝑒𝑠𝑒𝑛𝑡( )                 (1) 

                                                                                                                        

𝑝𝑟𝑒𝑠𝑒𝑛𝑡( ) = 𝑝𝑟𝑒𝑠𝑒𝑛𝑡( ) + 𝑣()                  (2) 

                                                                                

v() stands to be the particle velocity, present() stands to 

be the present particle (resolution). pbest(), along with 

gbest(), is described as the population best and the global 

best. rand () is a random number within (0,1). c1 and c2 are 

learning factors. Usually, c1= c2= 2. [32, 34, 35, 36, 37] 

 

4.2. Differential Evolution (DE) 

DE relatively is the modernized continuation of the 

assemblage of population-directed search heuristics. 

Nevertheless, it is described as an approach mostly 

preferable to engineers for finding solutions to countless 

optimization problems. DE incurs endless appealing 

characteristics other than being an outstanding simple 

evolutionary approach which is greatly faster and booming in 

finding a resolution to algebraic optimization matters and is 

probable for the achievement of the function's valid global 

optimum [38]. 

 

Application of all the basic operators like mutation, 

crossover and selection has thus been successfully applied 

within every generation. DE computational technique begins 

with a generation of the initial real-code population 

randomly. Then, after the DE operators, including the 

mutation, crossover, and selection process, iteratively gets 

initiated for improving the population to reach an optimum. 

  

For an objective function𝑓: 𝑋 ⊆ 𝑅𝐷 ⟶ 𝑅, where the 

achievable region𝑋6 = ∅, the minimization question is to 

find𝑥∗ ∈ 𝑋such that𝑓(𝑥∗) ≤ 𝑓(𝑥) ⩝ 𝑥 ∈ 𝑋, 

 

Where:𝑓(𝑥∗)6 =  −∞              (3)  

 

4.2.1. Pseudo Code of DE 

Step 1: Randomly initialize the parent population by 

generating the population in a random manner, 

(suppose) NP vectors, each possessing n 

dimensions:𝑋𝑖𝑗 = 𝑋𝑚𝑖𝑛𝑗 +  rand (0,1) (𝑋𝑚𝑎𝑥𝑗 −

𝑋𝑚𝑖𝑛𝑗  ), in which 𝑋𝑚𝑖𝑛𝑗   and 𝑋𝑚𝑎𝑥𝑗  Are the lower 

along with the upper bounds meant for the jth 

component, and rand (0,1) are consistent random 

numbers within zero and one.  

Step 2: Computation of the objective function worth 𝑓(𝑋𝑖) 

for every 𝑋𝑖 

Step 3: Selecting three different points within the 

population along with the generation of the 

perturbed individual 𝑉𝑖 utilizing the troubled 

individual equation. 
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Step 4: Recombining the target vector 𝑋𝑖 along with the 

perturbed individual within Step 3 for achieving a 

trial vector 𝑈𝑖 by the usage of prevailing population 

member mathematical statement. 

Step 5: Check if every variable within the trial vector is in 

bounds. In such a case, proceed to the immediate 

step; otherwise, keep it within bounds by using 

𝑈𝑖𝑗 = 2 ∗ 𝑋𝑚𝑖𝑛𝑗 − 𝑈𝑖𝑗ui,j if      𝑈𝑖𝑗 < 𝑋𝑚𝑖𝑛𝑗       and 

𝑈𝑖𝑗 = 2 ∗ 𝑋𝑚𝑖𝑛𝑗 − 𝑈𝑖𝑗        if 𝑈𝑖𝑗 > 𝑋𝑚𝑖𝑛𝑗    and 

proceed to the next immediate step  

Step 6: Calculate the worth of the objective function for the 

vector 𝑈𝑖 

Step 7: Select the excellent one among the function worth 

at target and the trial point with the mathematical 

statement meant for the immediate generation. 

Step 8: Check if the convergence criterion is being 

fulfilled, and if so, then conclude otherwise, 

proceed to Step 3. 
 

4.3. Genetic Algorithm (GA) 

GA is based on Darwin's theory of evolution. The 

genetic algorithm may be a random-established classical 

evolutionary algorithm. Here, random means to seek out an 

answer utilizing GA, random alterations applicable to the 

current solutions to achieve new ones. All and every solution 

is known as an individual, and each individual solution 

possesses a chromosome. The chromosome has been 

represented as a group of parameters (features) which 

describes the individual. Every chromosome possesses a set 

of genes too. The formation of the new population happens 

by employing the genetic operators in terms of selection, 

crossover and then mutation [39, 40, 41, 42]. 

 

Selection: The current individual's selection is made 

by calculating the reproduction probability for every 

individual   

𝑝 =
𝑓𝑖

∑ 𝑓𝑖
𝑛
𝑖=1

                              (4)                                                                                                                                                                                                                                                                                                                                                

 

𝑓𝑖  Stands for the fitness of the individual i 

n stand for the size of the population.  
 

Crossover: The crossover operator pursues the 

population culminating from the selection, which is 

categorized into two parts. Every pair formed must go 

through the crossover possessing a definite probability. 

 

Mutation: The individuals within the population after 

crossover then must go through a series of mutation 

processes which indicates changing bits randomly 

possessing definite probability p [23, 44]. 

4.3.1. Pseudo Code of GA 

Step 1: Generate the initial population 

Step 2: Compute fitness 

Step 3: Repeat 

Step 4: Selection 

Step 5: Crossover 

Step 6: Mutation 

Step 7: Compute fitness 

Step 8: STOP if the population has converged 

 

4.4. Conditional Value-at-Risk (CVaR) 

The use of the alternative coherent technique has been 

carried out for the purpose of reducing the probability of 

incurring huge loss amounts within a portfolio. This is 

possible by assessing a specific amount of loss that exceeds 

the risk value. CVR [8] correlated to VaR not only vestiges 

indefinite loss distributions and can also be conveniently 

expressed within the minimization principle. 

 

Thus, CVaR represents the risk which is simple and is in 

a convenient form, assessing the downside risk that can be 

applied to non-symmetric loss distribution. CVaR represents 

a stable statistical estimate when compared to VaR being 

influenced in any situation. CVaR provides worth within an 

unending process meant for confidence level α, when being 

compared with VaR (VaR might not be constant to α). CVaR 

is widely accepted because of its hassle-free controlling 

nature along with optimization procedures for non-normal 

distributions, also forging the loss distribution. 

  

The optimization for the purpose of portfolio asset 

allocation is accomplished with the above stated 

Metaheuristics for allocating assets by the CVaR as the 

fitness function by the following equation: 

 

𝐶𝑉𝑎𝑅 =
1

1−𝑐
∫ 𝑥𝑝(𝑥)𝑑𝑥

𝑉𝑎𝑅

−1
                                  (5) 

In which: 

p(x)dx=the probability density for obtaining a return with     t

he value "x." 

c=the cut-off points over the distribution in which the analyst 

targets the VaR breakpoint 

VaR=the admitted level of VaR  

 

4.5. Value at Risk (VaR) 

In economics as well as finance, VaR has been described 

to be the maximum quantity of loss which is not outstripped 

by a defined probability (the confidence level) over a stated 

period as has been defined by Jorion & Philippe (2006) [45], 

Holton & Glyn A. (2014) [46], Pajhede & Thor (2017) [47]. 

Usually, VaR is a common technique that is commonly 

utilized by firms concerned with portfolio management as 

well as investment banks for measuring the associated 

market risk factor of their asset portfolios (market value at 

risk). Applications have been made within various fields in 

finance, objectifying quantitative risk management of various 

risk patterns. Moreover, the VaR technique is unable to 

provide further knowledge regarding the amount of loss with 

which its value is surpassed.  
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The different specifications are required to be estimated 

for measuring the worth of VaR. Measuring a time horizon 

or period is also a must, which correlates to the time frame 

over which a financial institution is committed to holding its 

portfolio, otherwise for liquidating the assets. Conventional 

time extents are 1 day, 10 days, or 1 year, including the 

confidence extent, which remains to be an interval 

assessment within which the VaR is not expected to exceed 

the maximum amount of loss. Generally, applied confidence 

levels are 99% and 95%. Nevertheless, confidence extent is 

not an expression of probabilities, along with the unit of 

VaR, which is given within a unit of the currency, are taken 

under consideration. 

 

VaR is thus a vital technique for measuring varied 

categories of risks rooted within the financial atmosphere of 

portfolios, which in turn is utilized for the purpose of 

portfolio optimization [48]. Within a stated portfolio P 

consisting of k assets S = {S1, S2…Sk}, and W = {W1, W2…Wk} 

considered as relative worth or portions of the assets within 

the portfolio, the price of the delineated portfolio at a 

proposed time t is stated by 


=

=
k

i

ii WtStP
1

)()(                 (6) 

Where, Si(t) and Wi are worth along with the importance 

level of the portfolio at the stated time t, respectively.  

 

The VaR of the portfolio P, described as the maximum 

expected loss within the holding period at the mentioned 

level of confidence (α), is thus described as the smallest 

number l supposing the probability that the loss L can exceed 

l, which is not greater than (1 - α), i.e., 

 

})(:inf{}1)(:inf{  =−= lFRllLPRlVaR L
     (7) 

  

Historical simulation (HistSim) standard of VaR for risk 

estimation has been developed as the industry standard for 

calculating VaR. The standard has come to the concept 

relying upon possessing equal distribution of return values 

over assets in the past records, which is required for 

repetition in the near future. HistSim, the apparent and, 

above all, the translucent technique of calculating, 

accomplices the prevalent portfolio over the assortment of 

factual change within the price for outstripping the changes 

in the portfolio's value, including the calculation of a 

percentage (VaR). The simplicity of implementing it stands 

to be its biggest benefit. Drawbacks here lie in the necessity 

of a huge market database along with a computationally 

accelerated calculation process.  

 

Herein HistSim, VaR is calculated as: 

1033.2 pMVaR =                                   (8) 

 

Where, M has been considered as the financial value of 

the portfolio within a market, p which is considered the 

authentic excitability of the portfolio. The constant 2.33 

describes the unit of the mathematical formulation of p 

mandatory for 99% certainty along with the constant 10 

defining the number of days within the holding period.  

 

5. Methodology 
In this research work, the optimization of risk within a 

portfolio along with asset allocation is accomplished by 

above stated Metaheuristics for apportionment of assets 

within a described confidence level. The Historical 

Simulation (HistSim) model is utilized to compute the VaR 

of the portfolios stated with consideration. The PSO, DE, 

along with GA techniques are put into usage for desired 

optimum VaR and CVaR values and which are considered 

fitness functions. Not all of the huge results sets over three 

years of time. However, representative result sets of 

optimized values obtained using the Metaheuristics are listed 

in different tables for the sake of comparison. Here 

secondary data of companies are acquired for analyzing the 

risk involved within the portfolios. The study considers stock 

data of GE, APPLE, ICICI, and HDFC. Company data 

collected are based on the market calendar of NASDAQ 

from January 8th, 2016, to January 8th, 2019. 

 

5.1. Steps Involved 

Step 1: Compute VaR and CVaR at different market 

volatile conditions 

Step 2: Optimize VaR and CVaR using PSO, DE and GA 

Step 3: Compare the values obtained. 

 

Here, in this research work, PSO, DE and GA algorithms 

are run with different parameters specified in Tables 1, 2 and 

3. 

Table 1. Parameters employed for optimization by using PSO  

Sl. No. PSO Criteria Assumed Values 

1. Number of generations 1,000 

2. Inertia weight 0.8 

3. Acceleration coefficient (ϕ1) 0.5 

4. Acceleration coefficient (ϕ1) 0.5 

 

Table 2. Parameters employed for optimization by using DE  

Sl. No. DE Criteria Assumed Values 

1. Number of generations 1,000 

2. Scaling factor 0.8 

3. Crossover probability 0.6 

 

Table 3. Parameters employed for optimization by using GA  

Sl. No. GA Criteria Assumed Values 

1. Number of generations 1,000 

2. Crossover probability 0.95 

3. Mutation probability 0.01 
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Table 4. Comparative results for optimized portfolios of APPLE at a confidence level of 99% by the application of different metaheuristics 

Date Symbol 
Open 

Price 

Close 

Price 

Low 

Price 

High 

Price 

CVar  

with DE 

VAR  

with DE 

CVar  

with PSO 

VAR  

with PSO 

CVar  

with GA 

VAR  

with GA 

7-31-2019 APPLE 216.42 213.04 211.3 221.37 0.1769547 0.3927462 0.188755 0.3918997 0.2074689 0.3904494 

7-30-2019 APPLE 208.76 208.78 207.31 210.16 0.1935484 0.3915407 0.184739 0.3921937 0.1859504 0.3921056 

5-15-2019 APPLE 186.27 190.92 186.02 191.75 0.1814516 0.3924298 0.1659919 0.3934852 0.1885246 0.3919167 

5-14-2019 APPLE 186.41 188.66 185.41 189.7 0.2057613 0.3905872 0.1900826 0.3918011 0.1821862 0.3923774 

5-13-2019 APPLE 187.71 185.72 182.85 189.48 0.1908714 0.3917423 0.1606426 0.3938291 0.1767068 0.3927634 

3-29-2019 APPLE 189.83 189.95 188.54 190.08 0.1791667 0.3925915 0.1795918 0.3925616 0.1859504 0.3921056 

3-28-2019 APPLE 188.95 188.72 187.53 189.559 0.1859504 0.3921056 0.1687243 0.3933053 0.1844262 0.3922163 

3-27-2019 APPLE 188.75 188.47 186.55 189.76 0.1959184 0.3913601 0.1908714 0.3917423 0.1814516 0.3924298 

1-31-2019 APPLE 166.11 166.44 164.56 169 0.1774194 0.3927139 0.1916667 0.3916827 0.2016129 0.3909174 

1-30-2019 APPLE 163.25 165.25 160.23 166.15 0.175 0.3928813 0.1958333 0.3913666 0.1836735 0.3922707 

12-31-2018 APPLE 158.53 157.74 156.48 159.36 0.1910569 0.3917284 0.1687243 0.3933053 0.188 0.3919554 

6-29-2018 APPLE 186.29 185.11 182.91 187.19 0.2016129 0.3909174 0.1851852 0.3921613 0.1762295 0.3927965 

6-28-2018 APPLE 184.1 185.5 183.8 186.21 0.2057613 0.3905872 0.1700405 0.3932176 0.1967871 0.3912933 

6-27-2018 APPLE 185.228 184.16 184.03 187.28 0.1708333 0.3931645 0.1818182 0.3924037 0.1916667 0.3916827 

2-28-2018 APPLE 179.26 178.12 178.05 180.615 0.1694215 0.3932589 0.186722 0.3920493 0.177686 0.3926953 

2-27-2018 APPLE 179.1 178.39 178.16 180.48 0.1950207 0.3914287 0.1666667 0.393441 0.1762295 0.3927965 

1-31-2018 APPLE 166.87 167.43 166.5 168.4417 0.2 0.391044 0.1767068 0.3927634 0.1900826 0.3918011 

9-29-2017 APPLE 153.21 154.12 152 154.13 0.1854839 0.3921396 0.1900826 0.3918011 0.2008032 0.390981 

9-28-2017 APPLE 153.89 153.28 152.7 154.28 0.2083333 0.3903792 0.1877551 0.3919734 0.1619433 0.3937465 

9-27-2017 APPLE 153.8 154.23 153.54 154.7189 0.1983471 0.3911727 0.1740891 0.3929438 0.1991701 0.3911088 

5-15-2017 APPLE 156.01 155.7 155.05 156.65 0.2008197 0.3909798 0.2083333 0.3903792 0.1781377 0.3926637 

3-31-2017 APPLE 143.72 143.66 143.01 144.27 0.1935484 0.3915407 0.16 0.3938697 0.1967213 0.3912984 

3-30-2017 APPLE 144.19 143.93 143.5 144.5 0.1626016 0.3937044 0.1686747 0.3933086 0.192623 0.3916107 

1-31-2017 APPLE 121.15 121.35 120.62 121.39 0.1788618 0.392613 0.1626016 0.3937044 0.1659919 0.3934852 

1-30-2017 APPLE 120.93 121.63 120.66 121.63 0.1814516 0.3924298 0.199187 0.3911074 0.2033195 0.3907823 

1-27-2017 APPLE 122.14 121.95 121.6 122.35 0.1774194 0.3927139 0.196 0.3913538 0.199187 0.3911074 

11-30-2016 APPLE 111.6 110.52 110.27 112.2 0.1714286 0.3931244 0.2057613 0.3905872 0.2024292 0.3908529 

11-29-2016 APPLE 110.78 111.46 110.07 112.03 0.2083333 0.3903792 0.1908714 0.3917423 0.1825726 0.3923498 

11-28-2016 APPLE 111.43 111.57 111.39 112.465 0.1659751 0.3934863 0.1814516 0.3924298 0.1908714 0.3917423 

11-25-2016 APPLE 111.13 111.79 110.95 111.87 0.1606426 0.3938291 0.1632653 0.3936618 0.1733871 0.3929917 

9-30-2016 APPLE 112.46 113.05 111.8 113.37 0.1686747 0.3933086 0.1769547 0.3927462 0.2074689 0.3904494 

9-29-2016 APPLE 113.16 112.18 111.8 113.8 0.1747967 0.3928953 0.1646586 0.3935719 0.18107 0.392457 

9-28-2016 APPLE 113.69 113.95 113.43 114.64 0.2024793 0.3908489 0.194332 0.3914812 0.1934156 0.3915508 
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Table 5. Comparative results for optimized portfolios of GE at a confidence level of 99% by the application of different metaheuristics 

Date Symbol 
Open 

Price 

Close 

Price 

Low 

Price 

High 

Price 

CVar 

with PSO 

VAR 

with PSO 

CVar 

with GA 

VAR 

with GA 

CVaR 

with DE 

VAR 

with DE 

08-01-2019 GE 10.37 10.08 9.98 10.485 0.18595 0.39235 0.194215 0.393662 0.172131 0.390853 

01-02-2019 GE 7.4359 8.024 7.386 8.1535 0.166667 0.392194 0.165289 0.392029 0.179167 0.39251 

07-10-2018 GE 13.9547 14.1242 13.9348 14.1341 0.165992 0.391044 0.186235 0.39167 0.188755 0.393829 

07-09-2018 GE 13.8949 13.9049 13.865 14.0943 0.166667 0.39136 0.173387 0.393746 0.164 0.390917 

07-06-2018 GE 13.3268 13.8052 13.2769 13.855 0.2 0.390981 0.191837 0.391955 0.160643 0.391859 

06-12-2018 GE 13.9846 13.9348 13.865 14.0943 0.187755 0.393788 0.165975 0.393704 0.16 0.39387 

04-11-2018 GE 12.8682 12.928 12.8084 13.0376 0.165289 0.392562 0.168 0.392324 0.166667 0.393746 

04-10-2018 GE 12.9679 13.0078 12.9081 13.0975 0.163934 0.39251 0.191837 0.391044 0.166667 0.393486 

04-09-2018 GE 13.0576 12.7885 12.7785 13.1174 0.179592 0.392763 0.182927 0.393212 0.161943 0.391992 

03-06-2018 GE 14.5528 14.5926 14.4631 14.6225 0.181818 0.391742 0.195833 0.393164 0.182186 0.393531 

03-05-2018 GE 14.1341 14.3734 14.0743 14.6026 0.16129 0.393485 0.197581 0.393309 0.205761 0.393124 

03-02-2018 GE 13.9447 14.0743 13.9248 14.1939 0.190871 0.393029 0.170833 0.391107 0.165289 0.391044 

02-12-2018 GE 15.0113 14.7721 14.7322 15.091 0.186722 0.390917 0.163265 0.393441 0.185185 0.391611 

02-09-2018 GE 14.6425 14.8917 14.184 14.9814 0.168033 0.392992 0.166667 0.3916 0.198347 0.392085 

02-08-2018 GE 15.1409 14.4033 14.4033 15.1558 0.201613 0.391232 0.166667 0.392216 0.192623 0.391044 

12-06-2017 GE 17.6926 17.6029 17.5431 17.7823 0.185185 0.392664 0.165323 0.391044 0.196721 0.391481 

12-05-2017 GE 17.9218 17.7025 17.6128 17.9517 0.181818 0.393086 0.161943 0.390981 0.203252 0.392161 

12-04-2017 GE 17.9418 17.8919 17.8222 18.0016 0.178138 0.391551 0.2 0.392992 0.194332 0.392992 

10-09-2017 GE 24.022 23.3542 23.1748 24.0719 0.189516 0.391481 0.17284 0.39136 0.164659 0.391859 

10-06-2017 GE 24.331 24.3111 24.0519 24.4606 0.198347 0.393077 0.182927 0.391429 0.164 0.39387 

10-05-2017 GE 24.3111 24.4606 24.0719 24.4905 0.194332 0.393529 0.195918 0.393305 0.1893 0.39235 

09-12-2017 GE 23.7429 23.8327 23.6333 23.8327 0.191057 0.390379 0.177686 0.392533 0.16129 0.392944 

09-11-2017 GE 23.723 23.6433 23.5436 23.8127 0.174274 0.392931 0.172 0.39251 0.165289 0.391429 

09-08-2017 GE 23.8725 23.7429 23.5037 23.9224 0.208333 0.393218 0.18 0.392271 0.174089 0.392895 

   
Fig. 1 Comparison of fitness functions for HDFC & ICICI considering various computational techniques 
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  Table 6. Comparative results for optimized portfolios of HDFC at a confidence level of 99% by the application of different metaheuristics 

Date Symbol 
Open 

Price 

Close 

Price 

Low  

Price 

High 

Price 

CVar  

with DE 

VAR  

with DE 

CVar  

with PSO 

VAR  

with PSO 

CVar  

with GA 

VAR  

with GA 

08-01-2019 HDFC 114.54 114.58 113.98 116.21 0.180328 0.392029 0.196787 0.393485 0.202429 0.392746 

05-02-2019 HDFC 117.68 119.28 117.32 119.825 0.165323 0.392295 0.183673 0.3919 0.166667 0.393396 

05-01-2019 HDFC 115.21 116.2 114.74 117.565 0.202479 0.390379 0.172691 0.391786 0.170732 0.393575 

12-07-2018 HDFC 100.67 100.46 99.95 101.22 0.182186 0.39136 0.163265 0.392664 0.190871 0.391551 

12-06-2018 HDFC 99.13 101.86 98.73 102.01 0.1893 0.393486 0.17623 0.39235 0.189516 0.392562 

12-04-2018 HDFC 99.47 99.29 98.8101 99.92 0.182573 0.390915 0.178138 0.390379 0.193416 0.393029 

12-03-2018 HDFC 101.47 100.18 99.95 101.47 0.174797 0.392714 0.182573 0.392533 0.179592 0.391354 

10-04-2018 HDFC 90 90.06 89.57 90.7 0.19917 0.392247 0.178138 0.392295 0.200803 0.392592 

10-03-2018 HDFC 93.48 91.91 91.67 93.81 0.165992 0.391541 0.170124 0.391728 0.168675 0.391109 

10-02-2018 HDFC 93.64 93.41 92.51 93.64 0.184739 0.393615 0.183333 0.392592 0.179167 0.393529 

10-01-2018 HDFC 95 93.61 93.36 95.32 0.165975 0.392613 0.191057 0.392881 0.19917 0.393486 

08-06-2018 HDFC 103.68 103.15 102.77 104.07 0.172131 0.393396 0.184739 0.393746 0.184426 0.392216 

08-03-2018 HDFC 104.01 103.99 103.78 104.45 0.192623 0.390853 0.188755 0.393077 0.200803 0.390379 

08-02-2018 HDFC 103.23 104.2 102.64 104.21 0.176707 0.391354 0.161943 0.391109 0.184426 0.391044 

08-01-2018 HDFC 104.01 103.67 103.55 104.39 0.185185 0.392247 0.172131 0.392931 0.208333 0.393353 

04-04-2018 HDFC 97.25 99.08 96.85 99.47 0.204082 0.390981 0.202429 0.393164 0.184739 0.393263 

04-03-2018 HDFC 99.16 98.59 98.22 99.47 0.17004 0.390849 0.176 0.391801 0.195122 0.392194 

04-02-2018 HDFC 100.14 98.74 98.66 100.83 0.186722 0.393029 0.170833 0.391236 0.169355 0.390915 

01-04-2018 HDFC 101.8 101.12 101.05 102.3 0.168724 0.393124 0.187755 0.391354 0.17284 0.391236 

01-03-2018 HDFC 101.99 101.34 100.72 101.99 0.162602 0.391551 0.198381 0.393086 0.183673 0.391973 

01-02-2018 HDFC 102.68 102.33 101.52 102.77 0.191837 0.391917 0.196 0.393662 0.197531 0.390849 

11-03-2017 HDFC 94.98 94.21 93.7 95.12 0.173387 0.39117 0.172 0.393263 0.161943 0.39235 

11-02-2017 HDFC 93.24 94.96 92.8 95.18 0.184739 0.39098 0.19917 0.393353 0.182573 0.3916 

11-01-2017 HDFC 93.01 93.3 92.65 94.44 0.17623 0.393619 0.169355 0.392895 0.182573 0.392106 

09-05-2017 HDFC 96.56 94.1 93.51 96.84 0.194332 0.39149 0.172131 0.39167 0.168724 0.390379 

09-01-2017 HDFC 97.51 97.42 96.94 97.98 0.178138 0.391044 0.20082 0.390849 0.17004 0.392746 

 

 
Fig. 2 Comparison of fittness functions for APPLE & GE considering various computational techniques 
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Table 7. Comparative results for optimized portfolios of ICICI at a confidence level of 99% by the application of different metaheuristics 

Date Symbol 
Open  

Price 

Close  

Price 

Low  

Price 

High  

Price 

CVar 

with GA 

VAR 

with GA 

CVar 

with DE 

VAR 

with DE 

CVar 

with PSO 

VAR 

with PSO 

7-31-2019 ICICI 12.26 12.21 12.16 12.32 0.190871 0.392714 0.165289 0.393396 0.183673 0.392404 

7-30-2019 ICICI 12.3 12.18 12.16 12.365 0.192771 0.393829 0.2 0.39117 0.166667 0.390449 

1-28-2019 ICICI 9.65 9.55 9.55 9.675 0.170124 0.392763 0.168 0.393704 0.191837 0.391917 

12-31-2018 ICICI 10.34 10.29 10.22 10.36 0.199187 0.391354 0.172691 0.393353 0.183673 0.390519 

12-28-2018 ICICI 10.25 10.34 10.25 10.39 0.167347 0.392881 0.16 0.392763 0.196787 0.39243 

12-27-2018 ICICI 10.12 10.17 10.055 10.17 0.196 0.393305 0.168 0.392992 0.206612 0.392295 

12-26-2018 ICICI 10.03 10.25 10.03 10.26 0.175 0.39117 0.176707 0.392377 0.181452 0.390915 

11-30-2018 ICICI 10.18 10.17 10.125 10.2 0.164 0.391973 0.196787 0.392931 0.184739 0.392482 

11-29-2018 ICICI 10.23 10.34 10.23 10.39 0.192771 0.392931 0.170124 0.393305 0.174089 0.390379 

11-28-2018 ICICI 9.98 10.21 9.95 10.21 0.187755 0.390655 0.174274 0.393164 0.180723 0.393704 

11-27-2018 ICICI 9.85 9.94 9.85 9.99 0.174274 0.392944 0.168724 0.392746 0.208333 0.392457 

11-26-2018 ICICI 9.95 9.89 9.86 9.96 0.204918 0.393077 0.170833 0.39098 0.162602 0.392377 

8-28-2018 ICICI 9.69 9.58 9.56 9.73 0.204082 0.391109 0.185484 0.391992 0.192 0.391801 

7-31-2018 ICICI 8.85 8.83 8.8 8.9 0.184426 0.391541 0.202429 0.392271 0.172691 0.392664 

7-30-2018 ICICI 8.94 8.81 8.78 9.04 0.188755 0.392714 0.202429 0.391367 0.192 0.39136 

7-27-2018 ICICI 8.51 8.72 8.465 8.755 0.193548 0.390981 0.183673 0.393704 0.178138 0.39136 

7-26-2018 ICICI 8.33 8.35 8.31 8.42 0.177419 0.391859 0.195833 0.390849 0.195918 0.393164 

7-25-2018 ICICI 8.07 8.06 8 8.08 0.200803 0.390917 0.162602 0.392931 0.195918 0.393305 

6-29-2018 ICICI 7.99 8.03 7.95 8.08 0.178423 0.391742 0.198347 0.391298 0.173387 0.392895 

6-28-2018 ICICI 7.81 7.88 7.75 7.92 0.196787 0.393486 0.201646 0.391173 0.181452 0.392644 

6-27-2018 ICICI 8.2 8.08 8.07 8.22 0.190871 0.393086 0.196721 0.390519 0.174797 0.392085 

6-26-2018 ICICI 8.42 8.44 8.37 8.45 0.165975 0.391742 0.198347 0.392161 0.178423 0.391173 

5-31-2018 ICICI 8.51 8.39 8.315 8.51 0.192771 0.39167 0.168675 0.392562 0.170833 0.390849 

5-30-2018 ICICI 8.41 8.53 8.39 8.53 0.161943 0.391859 0.198381 0.392049 0.195021 0.391917 

5-29-2018 ICICI 8.43 8.4 8.36 8.46 0.191837 0.390788 0.179592 0.391992 0.202479 0.392457 

5-25-2018 ICICI 8.65 8.61 8.53 8.695 0.1893 0.392613 0.186722 0.393615 0.188525 0.393575 

5-24-2018 ICICI 8.6 8.62 8.56 8.68 0.203252 0.393212 0.1875 0.391109 0.18107 0.393662 

9-29-2017 ICICI 8.55 8.56 8.495 8.56 0.171429 0.391044 0.16 0.390449 0.17551 0.39136 

9-28-2017 ICICI 8.46 8.51 8.44 8.56 0.198381 0.390853 0.199187 0.393441 0.16129 0.391367 

9-27-2017 ICICI 8.45 8.46 8.35 8.48 0.2 0.393485 0.207469 0.393305 0.195918 0.392846 

9-26-2017 ICICI 8.64 8.63 8.58 8.7 0.202429 0.392714 0.166667 0.393396 0.195833 0.391421 

9-25-2017 ICICI 8.65 8.57 8.52 8.67 0.165992 0.391367 0.168724 0.39298 0.17551 0.392562 

8-31-2017 ICICI 9.28 9.37 9.23 9.39 0.176707 0.39251 0.192771 0.392931 0.16129 0.392106 

8-30-2017 ICICI 9.38 9.37 9.34 9.4 0.192 0.39214 0.184426 0.392944 0.172691 0.392763 

8-29-2017 ICICI 9.28 9.39 9.23 9.42 0.180328 0.39243 0.174274 0.39243 0.18595 0.393077 

8-28-2017 ICICI 9.42 9.38 9.35 9.43 0.185484 0.393029 0.174089 0.391421 0.176707 0.39251 

8-25-2017 ICICI 9.4 9.44 9.38 9.48 0.181452 0.390519 0.181452 0.391728 0.172131 0.391429 
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6. Conclusion and Discussion 
VaR and CVaR techniques are used as fitness functions 

for allocating assets at a given confidence level. Tables 4, 5, 

6 & 7 lists the various achieved average optimized portfolios 

within the varied parameters, including their costs over a 

confidence level of VaR and CVaR as comparative research. 

The HistSim framework is put into use for calculating the 

VaR of portfolios within consideration. PSO, DE, including 

GA techniques has been applied to obtain the optimized 

value of VaR and CVaR. 

 

Results obtained by the application of different 

Metaheuristics along with the different fitness functions have 

thus been compared. The optimized VaR and CVaR values 

obtained using the PSO, DE & GA are listed in Tables for 

the sake of comparison. The results obtained show 

encouraging avenues in determining optimal portfolio 

allocations. It can be useful for organizations or investors to 

select investment projects for the project portfolio to ensure 

Portfolio Optimization through risk minimization procedure. 

In the presence of profound competitive financial market 

scenarios, administering excelling portfolio optimization 

structures and fostering new portfolio optimization 

techniques is a must. Thus, Metaheuristics would prove to be 

stochastic approaches providing any single solution through 

Single objective Metaheuristics, which is being used for the 

present research work. 

 

Moreover, Figure 1 and Figure 2 depict the comparison 

between the application of different soft computing 

measures, having VaR and CVaR as fitness functions, which 

in turn indicates that the application of CVaR provides better 

results with respect to the stated companies within this 

research. 

 

Financial decision-making is based on the applied 

techniques' performances, which can only be authenticated 

on varied huge data sets collected from international market 

scenarios. Different Metaheuristics such as Particle Swarm 

Optimization (PSO), Differential Evolution (DE), along with 

Genetic Algorithm (GA) techniques have been used for 

optimizing the Value-at-Risk (VaR) and Conditional Value-

at-Risk (CVaR) measures. The programs have been run to 

evaluate the performance of algorithms on different 

portfolios. These are run on a PC configured with Intel 

Pentium 4.3 GHz with 2GB RAM in Windows 10 as an 

Operating System by using MATLAB, R2018b as 

application software. 

 

6.1. Contribution 

Herein this article approaches executing Particle Swarm 

Optimization (PSO), Differential Evolution (DE), and 

Genetic Algorithm (GA) used to develop an optimized 

portfolio within changing market circumstances. The 

suggested technique is centered on the optimization of the 

CVaR rule within volatile market scenarios relying on 

numerous objectives and compulsions. Not only targeting the 

normal CVaR definition along with related minimization 

rules, but the author has also intensified here in handling the 

wholly discrete distributions, embellishing the helpfulness 

and characteristics of CVaR and have furnished the 

fundamental method for CVaR calculation directly. The 

comparison of the results obtained is being made with those 

obtained through the application of the VaR optimization 

technique within the portfolios, establishing a better scheme 

for the portfolio optimization process. Within this research 

work, secondary data of companies are acquired for 

analyzing the risk involved within the portfolios. The private 

corporations in India and international companies are being 

considered for the research purpose. The study considers 

stock data of GE, APPLE, ICICI, and HDFC. Company data 

collected are based on the market calendar of NASDAQ that 

has been covered. For experimental purposes, the code has 

been executed by the usage of MATLAB software R2018b 

on WINDOWS10. 
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