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Abstract - This research will address air pollution, a severe problem in all world cities, because it negatively affects people's 

health and deteriorates the ecosystem. NO2 is a gas linked to acid rain formation and various reactions with greenhouse gases. 

Meteorological variables influence the behavior of tropospheric NO2 concentration. During the period of confinement due to 

the COVID-19 pandemic, the concentration levels of pollutants dropped abruptly, which meant relief for the ecosystem. The 

application of Time Series models allows us to graphically identify the concentration of contaminants in various areas and make 

accurate forecasts to mitigate environmental problems in the future. The research analysis shows that the SARIMA model 

effectively forecasts the pollutant concentration in the San Borja and San Martin de Porres districts in Lima. Error tests such 

as R2, MAE, MAPE, MSE, and RSME, as well as Dickey-Fuller Test, AIC, BIC, Skew, and Kurtosis, provide information on the 

performance of the SARIMA model and show that it is the most suitable. 

Keywords - Air pollution, Time series, ARIMA, SARIMA, and Tropospheric NO2. 

1. Introduction 
Air pollution is a problem of growing concern that affects 

all cities in the world. This problem cannot be avoided due to 

the growth of industries, population increase, and 

technological advances [1]. Also, the transport sector is the 

main contributor to air pollution, highlighting that polluted air 

has mild and severe effects on all living beings depending on 

the time they are exposed to, the concentration of pollutants, 

and their health [2]. An analysis in Lima, specifically in the 

San Martin de Porres and San Borja districts, shows that 

industrial activities and the automotive fleet are the leading 

causes of air pollution. In these districts, they found six types 

of pollutants in the air: CO, SO2, O3, NO2, PM10, and PM2.5. 

Air pollution impacts human health and quality of life and can 

cause cardiovascular diseases, allergies, and respiratory 

problems [3]. NO2 is a polluting gas generated by 

anthropogenic production and the environment that harms 

humans and their ecosystem. Even in low concentrations, it 

can cause inflammatory and respiratory diseases in the 

respiratory system, harm vegetation development, and 

contribute to the generation of acid rain, mist, and smog [4]. 

Meteorological variables differ by origin and trajectory (air 

temperature, relative humidity, precipitation, wind speed, and 

wind direction). They can alter the behavior of the 

composition and concentration of pollutants. According to 

NO2 research, at high temperatures, the NO molecules emitted 

from the exhaust pipe of vehicles oxidize in the atmosphere, 

forming NO2 [5]. An analysis of the previous and current 

levels of pollutants, such as NO2, helps predict the 

contaminant's behavior trend. Various studies explain that the 

behavior of pollutants has a pattern of dynamic variability, 

making them good candidates for calculating forecasts of their 

concentrations by applying time series models. Time series 

models provide considerable advantages for short and long-

term forecasting [6]. During the COVID-19 pandemic, the 

concentration levels of the pollutant decreased drastically, 

reaffirming anthropogenic factors as the main cause of the 

altered behavior of NO2 concentration [7]. 

Adequate forecasting of the pollutant would make it 

possible to identify the reasons for the increase in 

concentration in each area and establish contingency plans to 

mitigate its exposure. In Peru, the agencies responsible for the 

health of people and the protection of the environment have 

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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established the maximum annual NO2 concentration limit 

(ECA) of 100ug/m3 as "healthy" [8]. In the districts of the city 

of Lima, it has become evident that the annual NO2 

concentration levels diverge questionably among them. While 

some districts may have a stable annual average value, others 

may reach twice as high in the same period. The districts of 

San Borja and San Martin de Porres are candidates for study, 

possessing remarkable qualities such as level of development 

and size of territory, respectively. This research seeks to 

present an approach based on time series methods to calculate 

a forecast of NO2 concentration in the districts of San Borja 

and San Martin de Porres and to determine the most 

appropriate model. Currently, there are few studies on using 

time series models for NO2 concentration forecasting in this 

country, so this research highlights a crucial role in the 

environmental field that will complement and challenge 

traditional methods. In addition, it seeks to get the interest of 

district governments and municipalities to implement 

environmental policies for the benefit of the people. 

2. Literature Review 
Several previous studies that are relevant to this study 

have been reviewed in this section. 

 

In the context of the COVID-19 pandemic, one study used 

the number of patients with disease infection cases as data. 

They found that they evolved with a dynamic fluctuation trend 

due to situations such as epidemic prevention and control. For 

this type of data, the models best suited to forecast with high 

accuracy are the ARIMA and SARIMA methods, which, 

despite not needing much mathematics or statistics, can 

capture the regularity of the data, such as the short-term 

changing trends in time series [6]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Fig. 1 Proposed methodology of forecast models 
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  Another research whose main objective is to find the best 

model for CO2 prediction in Peru by comparing the ARIMA 

and Artificial Neural Networks models; so, to determine 

which of these two models is the best, he used forecast errors 

as RMSE, MAE, and MAPE [9]. Using these indicators, it was 

possible to verify that the Artificial Neural Network model is 

the best model that adapts to predicting CO2 emissions in Peru. 

 

By applying Machine Learning models, a group of 

researchers conducted a workshop to predict the air quality 

index in Delhi and National Capital Region cities. They 

measured their results based on MAPE, MAE, RMSE, and 

MSE values [10]. 

 

A study conducted in India's city mentions that the 

ARIMA model can predict the values of air pollutants based 

on historical values. It also says that it is an effective model 

when it is required to know if the pollutant values exceed the 

limits established by the WHO [11]. 

 

On the other hand, in research on electric power, a 

comparison was made between four-time series models to 

determine which gave the best electricity generation forecast 

in grid-connected PV systems. The models used were 

SARIMA, SARIMAX, modified SARIMA, and Artificial 

Neural Network. According to the results of this research, it 

was determined that the SARIMAX, modified SARIMA, and 

Artificial Neural Network models perform better than the 

SARIMA model.  

 

The importance of using external factors such as solar 

radiation for time series models and using forecast errors such 

as the root mean square error (RMSE) to evaluate the 

performance of each model is highlighted [12]. 

 

In addition, another study developed in their research 

work a dual SARIMA model that can improve the accuracy in 

forecasting short-term load for electric power planning in 

Malaysia. A comparison was made with the single SARIMA 

model, showing that the double SARIMA model is more 

accurate than the single SARIMA model. This is evidenced by 

the MAPE, as the MAPE inside and outside the sample is 

reduced by 10.23% and 57%, respectively [13]. 

 

Other authors show us in their research work the use of 

analytical models such as SARIMA and Prophet to create a 

system that can be able to forecast the pollution levels of 

pollutants such as RSPM, NO2, SO2, and SPM in a 

considerable confidence interval in the city of Bhubaneswar, 

they made a comparison using RMSE and MSE indicators and 

concluded that both SARIMA and Prophet models are very 

accurate when forecasting; However, the best model for this 

work is their proposed logarithmic transformation Prophet 

model, which obtained the lowest values for the RMSE and 

MSE indicators [14]. 

3. Materials and Methods 

3.1. Data Collection 

The areas where this study will be carried out are 

characterized by high vehicular activity and movement of 

people. The air quality monitoring station is in the Ecological 

Park of the district of San Martin de Porres, considered one of 

the most polluted districts of Metropolitan Lima, and is 

located 500m from Universitaria Avenue, known for being the 

longest road in Lima and having high traffic and stores in its 

vicinity. In the case of the station located at the Sports Center 

Limatambo in the district of San Borja, it is located in a 

"green" zone comprised of commercial and residential areas 

in the surrounding area. The primary source of information is 

the reports made by SENAMHI through the Automatic Air 

Quality Monitoring Network (AAQMN) located in these 

districts, where one of the most important atmospheric 

pollutants will be the study variable and the meteorological 

variables. The data includes meteorological variables and the 

concentration of the pollutant NO2. The meteorological 

variables are comprised of Air Temperature, Relative 

Humidity, Precipitation, Wind Speed, and Wind Direction. 

The dataset includes hourly data for four years and seven 

months between 2018 and 2022. The null data are cleaned 

from the original dataset. 

3.2. Data Process 

Due to the high amount of missing data (null, empty, or 

unavailable), a manual imputation with substitute values was 

performed. The hourly imputation method consisted of 

averaging the data available during the 24 hours of the day and 

placing them in the missing hourly positions. 

3.3. Python Language 

Python is a freely available, dynamic, and interactive 

programming language for creating and prototyping large 

applications [15]. Its advantages of use are based on its power 

to run multiple Windows applications, web pages, network 

servers, etc. [16]. Its popularity is mainly given by its facility 

to perform Big Data, Machine Learning, and Data Science. It 

relies on the excellent support of libraries that allow coding 

without the need to implement algorithms, reducing 

development time and execution speed [15,16]. 

3.4. Time Series Models 

A time series is defined as the values of a variable 

characterized by having an ordered sequence with equally 

spaced time intervals between them [17]. The behavior of the 

data over time does not always have a defined shape and may 

present trend and seasonal variations [18]. Time series models 

follow a predictive approach by analyzing and processing past 

observations of the variable of interest to obtain forecasts 

appropriate to the time series [17, 18]. The structural time 

series model considers random residuals as the natural 

variability in the trend of the series to perform the 

autoregressive moving average process [19]. 
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Table 1. Tropospheric NO2 pollutant and meteorological variables

Item Variable Definition 

Primary NO2 
It is an atmospheric toxic gas that can come from road traffic, industries, forest fires, and 

volcanic eruptions. 

Secondary 

Air temperature It measures the amount of heat in the air. 

Relative humidity 
The amount of water vapor in the air is based on the maximum amount that can be 

contained at a given temperature. 

Precipitation 
It is liquid or solid water formed in the atmosphere that returns to the earth's surface in 

the form of hydrometeor. 

Wind speed It is the distance an air particle travels in a given time. 

Wind direction It is the direction in which the wind blows. 

3.4.1. ARIMA Model 

ARIMA (Autoregressive Integrated Moving Average) is 

a traditional algorithm for analyzing non-stationary time 

series. Unlike other regression models, ARIMA uses past 

values and stochastic error terms to explain the time series. 

These models, known as ARIMA models, combine 

Autoregressive (AR) and Integration (I), which refer to the 

inverse process of differencing to produce the prediction and 

Moving Average (MA) components [20]. The ARIMA model 

is denoted ARIMA (p,d,q) where "p" represents the number of 

observations of the autoregressive process, "d" is the order of 

data stationarization, and "q" is the order of the moving 

average method [22]. The general form of the ARIMA (p,d,q) 

model is described as follows: 

𝑦𝑡 = ∅1𝑦𝑡−1 + ∅2𝑦𝑡−2 +··· + ∅𝑝𝑦𝑡−𝑝
 

+ 𝑒𝑡 − 𝜃1𝑒𝑡−1 − 𝜃2𝑒𝑡−2 − ··· − 𝜃𝑞𝑒𝑡−𝑞
 

(1) 

3.4.2. SARIMA Model 

It is an extension of the ARIMA model that differs in its 

ability to model time series with seasonal patterns. The 

SARIMA (Seasonal Autoregressive Integrated Moving 

Average) model considers the seasonal characteristic of the 

data using additional components for the stationarity 

adjustment of the time series. It is based on applying 

mathematical models to non-stationary time series after data 

smoothing, which estimates and extrapolates by analyzing 

past and present historical patterns to forecast the future [22]. 

The SARIMA model is denoted similarly to ARIMA but with 

an additional seasonal term (P,D,Q)m representing the 

numbers for handling stationarity and periodicity of 

stationarity [23]. The general formula of the SARIMA model 

(p,d,q)(P,D,Q)m is described as follows: 

𝑦𝑡 = ∅1𝑦𝑡−1 + ∅2𝑦𝑡−2 +··· + ∅𝑝𝑦𝑡−𝑝
 

+ 𝑒𝑡 − 𝜃1𝑒𝑡−1 − 𝜃2𝑒𝑡−2 − ··· − 𝜃𝑞𝑒𝑡−𝑞
 

+ 𝛷1𝑦𝑡−𝑚 − 𝛷2𝑦𝑡−2𝑚 − ··· − 𝛷𝑝𝑦𝑡−𝑝𝑚
 

− 𝛩1𝑒𝑡−𝑚 − 𝛩2𝑒𝑡−2𝑚 − ··· − 𝛩𝑞𝑒𝑡−𝑞𝑚
 

(2) 

3.5. Tools and Model Configuration 

The data and the SARIMA forecasting model were 

programmed in Python using the Pandas, NumPy, Matplotlib, 

Seaborn, Statsmodels, Scikit-learn, and Pmdarima libraries. 

Python programming allows you to handle, clean, and process 

large amounts of data. The libraries allow statistical analysis 

of the data set to obtain the coefficients R2, MAE, MSE, 

RMSE, MAPE, Dickey-Fuller Test, and the Diagnostic Model 

in addition to the forecast. While the R2 coefficient measures 

the proportion of the variability of the dependent variable, the 

MAE, MSE, and RMSE evaluate the discrepancy between the 

values predicted by the algorithm and the actual values of the 

data, and the MAPE, the difference expressed as a percentage. 

The statistical indicators AIC, BIC, Skew, and Kurtosis were 

obtained with the prognosis. Low AIC and BIC values 

represent that the model is adequate; Skew shows the trend of 

the skewness of the data distribution, and Kurtosis is the 

concentration level of the data around the mean. 

𝑅2 = 1 − 
∑  (𝑌𝑖 − 𝑌̅𝑖)

2𝑛
𝑖=1

∑  (𝑌𝑖 − 𝑌̂𝑖)
2𝑛

𝑖=1

 
(3) 

𝑀𝐴𝐸 =
1

𝑛
 ∑(𝑌𝑖 − 𝑌̅𝑖)

𝑛

𝑖=1

 
(4) 

𝑀𝑆𝐸 =  
∑  (𝑌𝑖 − 𝑌̅𝑖)

2𝑛
𝑖=1

𝑛

 
(5) 

𝑅𝑆𝑀𝐸 = √
∑  (𝑌𝑖 − 𝑌̅𝑖)

2𝑛
𝑖=1

𝑛

 

(6) 

𝑀𝐴𝑃𝐸 =
100

𝑛
 ×  ∑  |

(𝑌𝑖 − 𝑌̅𝑖)

𝑌𝑖

|
𝑛

𝑖=1

 
  (7) 

                 𝐴𝐼𝐶 = −2𝑙𝑜𝑔𝐿(𝜃) + 2𝐾 (8) 

𝐵𝐼𝐶 = −2𝑙𝑜𝑔𝐿(𝜃) + 𝐾𝑙𝑜𝑔𝑛 (9) 
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𝑆𝑘𝑒𝑤 =
1

𝑛
 ∑

(𝑋𝑖 − 𝑋̅)

𝑠3

3𝑛

𝑖=1

 
(10) 

𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 =
1

𝑛
 ∑

(𝑋𝑖 − 𝑋̅)

𝑠4

4𝑛

𝑖=1

 
(11) 

Where n is the number of observations, in equations (3-

7), the variable Yi is the current value, Ῡi represents the model 

prediction value, and Ŷ refers to the mean of the observed 

values. In equations (8) and (9), L(θ) refers to the log-

likelihood, and K is the number of model parameters. In 

equations (10) and (11), the variables Xi, X̅i, and s represent 

the sample's mean and standard deviation values, respectively. 

 

Fig. 2 Properties of the time series for both districts 
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Fig. 3 Moving average and standard deviation of NO2 in both districts 

 

4. Results and Discussion 
This section will present NO2 forecasts for San Borja and 

San Martin de Porres districts using data collected from 

meteorological stations from 2018 to 2022. These data are 

processed based on model requirements. The imputation 

method was used for missing values by averaging the previous 

month with the following month.  

In addition, before modeling the data, a visualization of 

the time series had to be performed to see if they have 

seasonality; this visualization facilitates the choice of 

parameters for the models. Likewise, the data for training and 

testing were divided into 60% and 30%, respectively. This is 

done to understand the pattern of behavior of the time series 

in both districts. Finally, statistical regressors were imported 

to measure the statistical errors for each district. 

4.1. Seasonality Test 

In the present investigation, two methods were applied to 

each time series to determine whether they were stationary. 

The first method determines the moving statistics of the mean 

and standard deviation, while the second applies the 

augmented Dickey-Fuller Test in Table 2. The results of the 

moving statistics for the district of San Borja showed that 

during the year 2021, the time series had a negative trend in 

its moving average and standard deviation. Still, entering the 

year 2022, it is observed that both achieved growth. 
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Table 2. Dickey-Fuller test 
Dickey-Fuller's Test SBJ SMP 

Test Statistic -2,345,450 -4,007,826 

p-value 0.157728 0.001370 

#Lags Used 0.000000 0.000000 

Number of Observations Used 55,000,000 55,000,000 

Critical Value (1%) -3,555,273 -3,555,273 

Critical Value (5%) -2,915,731 -2,915,731 

Critical Value (10%) -2,595,670 -2,595,670 

 

Likewise, for the district of San Martin de Porres, the 

negative trend appears in mid-2020 for both the moving 

average and the standard deviation; however, by mid-2020, 

there is a constant growth in the moving average and the 

standard deviation.  

 

On the other hand, the Augmented Dickey-Fuller Test was 

also applied to the data of both districts, establishing a 

significance level before the test and drawing conclusions 

based on the resulting p-value. The results obtained in each 

time series indicate that in the case of the district of San Borja, 

there is a p-value=0.157728, which means that it is very likely 

that the data is not stationary. Meanwhile, for the district of 

San Martin de Porres, a p-value=0.001370 was obtained, 

indicating that the data for this district is stationary. 

4.2. Identification of the Best Model 

In this part, the models will be evaluated using the Akaike 

(AIC) and Bayesian Information Criterion (BIC) for each 

district's ARIMA and SARIMA models. These criteria are 

used to determine which model is the best by comparing their 

AIC and BIC so that the model with the lowest AIC and BIC 

will be the best model for their pollutant forecast. Based on 

the results in Table 3 and Table 4, the best model that will be 

used for NO2 forecasting is SARIMA. Regarding the Skew for 

the SARIMA model, in both districts, negative values are 

presented; therefore, they show negative asymmetry curves. It 

also represents that the values of the mean of the concentration 

of these districts are lower than their medians, and comparing 

their Kurtosis for the model SARIMA, the district that 

presents a better result is San Borja, which means that it has 

fewer outliers compared to the values of the district of San 

Martin de Porres. 

 
Table 3. MAPE, MAE, MSE, and RMSE values for both districts 

Statistical Error SBJ SMP 

MAPE 0.44 0.91 

MAE 3.32 8.61 

MSE 30.06 210.15 

RMSE 5.48 14.49 
 

Table 4. AIC and BIC values for both districts 
 ARIMA SARIMA 

District AIC BIC AIC BIC 

SBJ 341.761 343.769 279,767 283,289 

SMP 453,096 455,103 368,038 375,082 
 

Table 5. Skew and Kurtosis for SARIMA model 
Statistical Metrics SBJ SMP 

Skew -0.24 -0.73 

Kurtosis 2.70 3.45 

 

Fig. 4 The dataset to be trained and validated 
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Fig. 5 NO2 Forecast for both districts 

 

Table 6. NO2 forecast results for both districts 

Month Year 
NO2 Forecast 

San Borja     San Martin de Porres 

September 2022 23.7 8.55 

October 2022 25.65 9.57 

November 2022 24.44 15.44 

December 2022 23.79 6.92 

January 2023 29.01 8.15 

February 2023 31.29 7.95 

March 2023 30.34 14.16 

April 2023 31.08 21.3 

May 2023 33.13 19.91 
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4.3. SARIMA Model Forecast 

Forecasts were made with the SARIMA model in both 

districts; Figure 4 and Figure 5 shows the results. Comparing 

the concentrations of both communities, before the pandemic 

and during the years 2018 and 2019, the district of San Martin 

de Porres presented higher concentrations; this may be 

because the district of San Borja offers a high loss of data in 

several months of these years and the imputation method used 

was not the most accurate for the number of months. Likewise, 

this problem is repeated for the years 2020 and 2021; this 

problem is repeated since the amount of missing data in the 

district of San Borja is high compared to the data collected 

from the San Martin de Porres district. 

4.4. Limitations and Future Scope of Work 

This research faces several significant challenges. The 

lack of data on NO2 concentration measured by SENAMHI 

has required data imputation, which must be clearly detailed. 

In addition, the focus on only two districts of Lima limits the 

ability to generalize the results to the entire metropolis. The 

lack of previous research employing time series models to 

forecast NO2 concentration in Lima districts makes 

comparison with relevant literature difficult. In addition, it is 

important to recognize the inherent limitations of time series 

models, such as the assumption of nonlinear seasonality and 

sensitivity to outliers, which could affect the accuracy of the 

results. Despite these challenges, this research seeks to 

contribute to the existing knowledge on air quality in Lima 

and its implications. It is also recommended that for possible 

future research, it is recommended to collect large amounts of 

data covering a longer period than the one currently evaluated 

in this article to consider those exogenous variables that could 

improve the calculation of the NO2 concentration forecast and 

to extend the research to more districts of Metropolitan Lima. 

5. Conclusion 
Based on the information available from SENAMHI 

between 2018 and 2022, the average NO2 concentration 

between both districts was relatively low, with the value of the 

San Martin de Porres district being slightly higher. The 

Dickey-Fuller test compared the time series and verified 

seasonality and non-seasonality. The AIC and BIC criteria 

helped them find the best model for their time series. On the 

other hand, the ARIMA model showed that it could not make 

an accurate forecast; therefore, it is necessary to test different 

options, such as the SARIMA model, which, according to this 

investigation, could accurately forecast the NO2 concentration 

for the following nine months. of the districts of San Borja and 

San Martin de Porres. The importance of controlling and 

monitoring the concentration of NO2 in the air can be 

highlighted. This implies that the environmental authorities 

must develop policies and strategies that help maintain NO2, 

mainly in the San Borja district, due to the evidence of higher 

concentrations of NO2 in the future. These findings are 

relevant to the Sustainable Development Goals (SDGs) since 

it is closely related to SDG 3 (Health and Well-being) since 

air pollution by NO2 negatively impacts human health, such as 

respiratory and cardiovascular diseases. Likewise, it is related 

to SDG 11 (Sustainable Cities and Communities) because 

poor air quality does not guarantee the proper development of 

sustainable cities and communities. 

 

Another important point to highlight about the 

concentration of NO2 in San Borja and San Martin de Porres 

is the natural effect of dispersion, transformation, and removal 

of pollutants in each of these districts; this is very complex 

since it depends on factors such as precipitation, relative 

humidity, air temperature, radiation, wind speed, and 

direction. The wind direction in Metropolitan Lima goes with 

more intensity and direction from north to south; San Martin 

de Porres is in North Lima, and San Borja is in South Lima. In 

addition, the automobile sector, one of the most polluting in 

the country, is in Lima Center, where emissions exceed 

Environmental Quality Standards (ECA). Consequently, the 

air masses mentioned in the previous point play a crucial role 

in the contamination of the area. It should be noted that the 

forecast results and current values of the NO2 concentration 

are in the healthy range of ECA. 
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