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Abstract - Object tracking is a complex issue in computer vision; despite fast motion and motion blur, most relevant 

techniques have produced lesser performances. To overcome the complex issues of feature extraction, the enhanced 

technology of the Multi Adaptive Feature Extraction (MAFE) technique is proposed in this paper that has identified the 

sub-template feature for the object tracking process. The similarity values of the sub-template feature have been computed 

through the histogram, and they can be identified with the similarity matrix function. The classification process is enabled 

with Jeffrey's entropy that the updated sub-template. The performance evaluation involves the VTB dataset for evaluating 

the performance of the proposed MAFE technique, which is compared with the related techniques. The result proves that 

the proposed methodology has an improved success rate than other techniques.  
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1. Introduction 
Object tracking is the most useful technique in the 

computer vision domain with the development of artificial 

intelligence methodology. Many applications like 

intelligent interaction with humans and video surveillance 

[1]. The conventional tracking techniques have been 

limited to the generative tracking task, with the help of the 

appearance data of the particular object; the generative 

trackers generate the specific model and find the similarity 

of every frame through the smallest amount of 

reconstruction fault [2]. A monitoring methodology finds a 

subspace model that monitors the modifications of the 

objects that involve the problems of scale variance and 

occlusion. A real-time object tracking technique has been 

implemented through the optimization approach, which 

identifies the shape of every frame and demonstrates the 

uncertainty in the evaluation process [3]. The reboot-based 

tracking technique has been implemented the feature 

identification into the object tracking that the self-

adaptability is the main issue.  

Several correlation filters have been identified to 

improve the object tracking to provide good results. The 

multi-task correlation technique strengthens the fitness 

task [4]. The common occlusion of the complex objects 

through the target-based object tracking process. The 

enhanced multi-object tracking technique has been 

implemented through the segmentation-based tracking 

system with advanced devices [5]. The discriminative 

filters are used to compute the filter through the 

regularization technique by calculating the resources. The 

supervised learning technique for visual representation is 

involved transfer learning through the threshold values on 

edge components [6]. 

This paper proposes the Multi Adaptive Feature 

Extraction (MAFE) technique, which identifies the 

appropriate tracking feature with the iteration technique. 

The similarity of every feature of the sub-template has 

been measured through the separable concept of dissimilar 

features of every object by the posterior probability 

functionality. Jeffrey's entropy is the most important 

parameter for implementing the feature extraction, 

generating the target template, and minimizing the 

conflicts of the template. The texture and color features are 

involved in maximizing the effectiveness of the proposed 

technique and applying several video sequences from the 

VTB dataset. The proposed technique has been constructed 

to improve success and diminish location errors in 

complex environments. 

The main contribution of the paper is 

✓ The sub-template of every feature is characterized and 

computes the similarity matrix with the posterior 

probability function. 

✓ The computation of Jeffrey's entropy is used as the 

important parameter for analyzing the similarity value. 

✓ The measurement of dissimilarity within the 

categories has been identified more accurately. 

✓ The Multi Adaptive Feature Extraction (MAFE) 

technique is proposed to enhance object tracking 

performance. 

https://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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2. Related Works 
The object tracking process is emerging research as 

several researchers have been spotlighting the 

improvement of accuracy from several aspects like 

classifier design and feature extraction. Using the 

improvement of several techniques, specific development 

has been accomplished [7]. The target-based object 

tracking is an improved technology that provides the 

accuracy of several occlusions [8]. The automatic tracking 

technique has been developed to obtain the targets through 

the confidence score function as deflect bounding boxes 

are identified for enhancing the accuracy of the object 

tracking process [9]. The target location has been 

estimated through the combined prediction technique, 

which exploits the current frames with adjacent frames 

through the Hungarian technique [10]. The occlusions 

have been handled through the data-based motion 

technique that the adjacent frames could not be correlated 

with the present frame target whenever the occlusion 

happens [11]. 

The real-time object tracking technique has been 

implemented by estimating the location of the identified 

targets. The Kalman filter is combined with the temporal 

data to avoid location errors [12]. The Kalman filter value 

is updated whenever the target is identified in the video 

sequence within the specified time. The confidence score 

of the final tracking is involved in generating the final 

prediction assessment [13]. The generated data is 

associated with the specific scores related to the 

suppression technique. The unassigned tracks are 

identified through the predetermined threshold value, and 

the others are discarded for obtaining the effective object 

tracking [14]. The object tracking technique of YOLOv2 

[15] has been trained on human-based frames that the back 

projection of 3-dimension space to generate the enhanced 

model. The refinement technique with the clustering 

concept has been constructed with the features of a 

histogram-related appearance framework to evade the 

difference within the target values.  

The online tracking technique has been implemented 

with the batch processing technique, enabling the re-

identification process once the occlusion is completed. The 

methodologies like SORT [16] and MOT15 [17] have 

produced high inferences with the affinity function in 3-

dimension space. The object tracking process has the 

confidence score to track the objects in good quality as the 

tracks are connected with the target values. The learning-

based appearance technique has been implemented as 

ILDA [18] with a deep learning framework to process the 

image-related tracking system using context parameters.   

3. Proposed work 
The feature extraction involves the dissimilar image 

feature for computing the similarity within the matched 

area and the targeted area as the parameter for identifying 

the specific tracking process. The enhanced technique has 

been framed to utilize the adaptability of dissimilar 

features in various scenarios. Whenever the condition 

changes, find the common feature for tracking the target as 

that technology has the extensibility for combining several 

features in a methodology for object tracking. The 

proposed framework has been adapted to the template 

matching technique. The measurement of every feature to 

segregate the background for finding the specific feature 

for tracking the adjacent frame is illustrated in Figure. 1. 

 

 
 

Fig. 1 Proposed framework for object tracking 

 

The proposed framework consists of the entire details 

of object features that the computation of every feature 

into the targeted area with the similarity matching. The 

target feature description in the initial frame into the 

matching area in every adjacent frame. The computed 

optimal feature in the adjacent frame is identified as the 

specific feature in completing the tracking process. 

Additionally, the object's location is computed regularly 

due to the similarity probability condition. The multi-

feature has been selected to the common location of the 

object and segregates the background of the identifying 

area by computing every frame's similarity. 

  



Sreehari Patibandla et al. / IJETT, 70(6), 279-286, 2022 

 

281 

The proposed algorithm computes the operator value 

of every feature, generates the sub-template of every target 

feature, and joins every feature to demonstrate the targeted 

area. The accuracy for object tracking is achieved by 

minimizing the dimension of the feature vector and 

identifying the exact feature values. The features of every 

sub-template have been demonstrated through the feature-

based histogram values that the highest posterior 

probability is used for computing the similarity 

measurement in Eq. (1). 

𝛾𝑏𝑗

𝑖 =  ∑ 𝑠𝑖(𝑎𝑗)

𝑎𝑗∈𝑃𝑏𝑗

                    (1) 

 Where 𝛾𝑏𝑗

𝑖  is the similarity function, 𝑠𝑖(𝑎𝑗) is the 

matched value for the sub-template. The similarity value 

for the sub-template is computed in Eq. (2). 

𝑠𝑖(𝑎𝑗) =  
𝑡𝑢

𝑖 (𝑎𝑗)

𝑓𝑢
𝑖(𝑎𝑗)

                 (2) 

 Where 𝑡𝑢
𝑖  is the template for the targeted area, 𝑓𝑢

𝑖 is 

the template for finding the area. According to the sub-

templates, the targeted area has been demonstrated by 

every feature that must be matched with the finding area. 

The feature map is related to the similarity value of every 

sub-template. The posterior probability, along with the 

similarity index, has been computed by every sub-template 

with several similarity value matrices implemented 

through dissimilar sub-templates. The construction and 

measuring of the dissimilarity within the edge point of the 

finding area of every sub-template similarity matrix 

through every adjacent frame. 

 Collecting the prior data is a complex task that the 

data is always uncertain as to the real-time issues. Hence, 

the improved tracking technique is more accurate for the 

long-term task. This issue can be eliminated by segregating 

every frame for the targeted view. The classifier is used to 

demonstrate the tracking task through the classification for 

obtaining the object; this segregation process has been 

demonstrated with the object tracking procedure. 

Additionally, the tracking features of the particular frame 

by computing the feature extraction process of the objects 

with the frames. 

 The sampling process of the tracked objects has been 

developed using the mathematical formation for 

computing the distance within the two adjacent classes 

while the dissimilar features should be measured. The 

sampling procedure could find the regions with a similar 

task size through the optimization technique for the 

targeted area to maintain an accurate classification. The 

sub-template process will eliminate the computational 

complexity to measure the specific feature more 

accurately. The posterior probability is computed to 

identify the similarity within the targeted area. 

 Fig. 2 demonstrates the selection procedure for sub-

template that the similarity within the positive values and 

the target value, which is denoted as 𝛾𝑚
𝑖,𝑝𝑜

 the similarity 

between the negative values and the target value is denoted 

as 𝛾𝑛
𝑖,𝑛𝑒

. The sub-template selection process is segregated 

into positive similarity values and the negative similarity 

values,

 
Fig. 2 The selection procedure for sub-templates 
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The related entropy is computed using the asymmetric 

values within the probability distribution of 𝛼 and 𝛽. It is 

the parameter of the total amount of bits needed to 

complete the encoding procedure. The relative entropy 

value is zero whenever the 2 functionalities are similar 

values. The feature vectors 𝛼 = {𝛼𝑖}𝑖=1
𝑛  and 𝛽 =

{𝛽𝑖}𝑖=1
𝑛 The condition for the feature vectors is computed in 

Eq. (3). 

∑ 𝛼𝑖

𝑛

𝑖=1

= ∑ 𝛽𝑖

𝑛

𝑖=1

= 1                (3) 

 The relative entropy 𝑅𝐸(𝛼, 𝛽) is computed in Eq. (4). 

𝑅𝐸(𝛼, 𝛽) =  ∑ 𝛼𝑖

𝑛

𝑖=1

log
𝛼𝑖

𝛽𝑖

             (4) 

 Jeffrey's entropy is used to transform the asymmetric 

values into the symmetric values in Eq. (5) 

𝐽𝐸(𝛼, 𝛽) = 𝑅𝐸(𝛼, 𝛽) + 𝑅𝐸(𝛽, 𝛼)                (5) 

 The convergence value is computed in Eq. (6). 

𝛿(𝛼, 𝛽) = ||𝛼 − 𝛽||
2

=  ∑(𝛼𝑖

𝑛

𝑖=1

− 𝛽𝑖)
2            (6)  

 The value of 𝛼𝑖 , 𝛽𝑖 is computed in Eq. (7) and Eq. (8), 

respectively. 

𝛼𝑖 =
1

𝑐1

 ∑(𝑓𝑘
(1)

 )
2

𝑐1

𝑘=1

              (7) 

𝛽𝑖 =
1

𝑐2

 ∑(𝑓𝑘
(2)

 )
2

𝑐2

𝑘=1

              (8) 

 Where 𝑐1 is the total amount of samples of 𝑐𝑙𝑎𝑠𝑠1 and 

𝑐2 is the total amount of samples of 𝑐𝑙𝑎𝑠𝑠2, 𝑓𝑘
(1)

 denotes 

the frame details of 𝑐𝑙𝑎𝑠𝑠1 and 𝑓𝑘
(2)

 denotes the frame 

details of 𝑐𝑙𝑎𝑠𝑠2. The separate parameter of every feature 

is computed in Eq. (9). 

𝑆𝑃𝑖 =  ∑(�̅�𝑖,𝑝𝑜 − �̅�𝑖,𝑛𝑒)2           (9)

𝑘

𝑖=1

 

 The mean squared positive similarity is computed in 

Eq. (10) 

�̅�𝑖,𝑝𝑜 =
1

𝑋
∑(𝛾𝑘

𝑖,𝑝𝑜
)

2
           (10)

𝑋

𝑘=1

 

 The mean squared positive similarity is computed in 

Eq. (10) 

�̅�𝑖,𝑛𝑒 =
1

𝑌
∑(𝛾𝑘

𝑖,𝑛𝑒)
2

           (11)

𝑋

𝑘=1

 

 The object tracking procedure has the template that 

the object for updating the targeted area according to the 

highest posterior probability similarity criteria. The high 

dimensional multi-feature template has to minimize the 

template conflicts as the sub-template concept is 

constructed according to every frame that the adaptability 

of completing the modifications of the object tracking 

procedure whenever demonstrating the sub-template 

enhancement feature for updating to be adopted. 

Algorithm - Multi Adaptive Feature Extraction  

Step 1:  Fix the target location of the last frame as the 

beginning location and compute the colour 

feature-based texture for finding the area in the 

beginning location. 

Step 2:  Compute the similarity values of every pixel in 

the finding area into the present frame for 

positioning the tacking process. 

Step 3:  Initialize the iteration value of k=0. 

Step 4:  Compute the location of the matched value for the 

remaining iterations using Eq. (12). 

𝑏𝑖+1 =
∑ 𝑎𝑖  𝑠(𝑎𝑖)𝑎𝑖∈𝐴𝑏𝑖

∑  𝑠(𝑎𝑖)𝑎𝑖∈𝐴𝑏𝑖

                 (12) 

Step 5:  Process step 4 until ||𝑏𝑖+1|| < 𝜀 

Step 6:  Compute the texture features in the present frame 

using Eq. (12). 

Step 7:  Compute the target size modification using Eq. 

(13). 

𝜌(𝑖 + 1) =

 {

𝜌(𝑖 + 2) + 2,         𝑖𝑓 �̅�−1 > 0.80 𝑎𝑛𝑑  �̅�1 > 0.60 

𝜌(𝑖 − 2) − 2,           𝑖𝑓 �̅�0 < 0.60 𝑎𝑛𝑑  �̅�1 < 0.30 

𝜌(𝑖),                                                         𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

           

(13) 

Where i is the total frames of the image, 𝜌(𝑖) is 

the target template size, �̅�𝑖 is the mean posterior 

probability. 

Step 8:  The updated target value is computed in Eq. (14). 

�̅�(𝛼, 𝛽)  ≥  ∅                 (14) 

Where ∅ is the threshold value. 
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Step 9:  The target sub-template feature value is computed 

using Eq. (15). 

𝛽′ =  𝜔𝛼 + (1 − 𝜔)𝛽                       (15) 

Where 𝜔 is the weighted value, 𝛽′ denotes the 

feature vector for the target template value. 

Step 10:  Process the remaining images from step 1 to step 

9. 

4. Performance Evaluation 
 VTB dataset [19] has been used for performing the 

evaluation that the proposed technique is compared with 

the relevant techniques of KCF [20], DSST [21], and 

LBPT [22]. The dataset has the video sequences with 

different representations of Walking, Basketball, CarScale, 

MotorRolling, Shaking, Crossing, Dog, and Soccer for 

completing the object tracking process. Fig. 3 

demonstrates the video sequences used for completing the 

performance evaluation. 

 

 
   

Walking Basketball CarScale MotorRolling 

    
Shaking Crossing Dog Soccer 

 

Fig. 3 Video sequences used for experiments 

 

The efficiency of the proposed technique is 

identified using the location error concept that computes 

the Euclidean distance of the tracking area, and it is 

computed using Eq. (16). 

𝐿𝐸 = √(𝑎1 − 𝑎2)2 + (𝑏1 − 𝑏2)2                          (16) 

 Where (𝑎1, 𝑏1) demonstrates the location of the 

ground truth in a particular frame, (𝑎2, 𝑏1) Demonstrates 

the center location of the tracking particular frame. Fig. 

4 demonstrates the location errors of the proposed 

technique, which is compared with the relevant 

techniques that the proposed technique has the 

minimized location errors. The experimental results 

proved that the proposed technique enhanced object 

tracking whenever changing the objects or video 

sequences. The procedure for generating the target 

template will affect the object tracking if the template 

conflicts exist. 

 
Fig. 4 Location error comparison 
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The success rate contains the object tracking using the 

Intersection over Union parameter, and it computes the 

ratio within the candidate area (𝐶𝑎𝑛𝑎𝑟𝑒𝑎) and the ground 

truth area (𝐺𝑟𝑜𝑢𝑛𝑑𝑎𝑟𝑒𝑎) is which is demonstrated in Eq. 

(17). 

𝐼𝑜𝑈 =
𝐶𝑎𝑛𝑎𝑟𝑒𝑎 ∩ 𝐺𝑟𝑜𝑢𝑛𝑑𝑎𝑟𝑒𝑎

𝐶𝑎𝑛𝑎𝑟𝑒𝑎 ∪ 𝐺𝑟𝑜𝑢𝑛𝑑𝑎𝑟𝑒𝑎

                 (17) 

The success rate is computed in Eq. (18). 

𝑆𝑅 =
𝑇𝑟𝑎𝑐𝑘𝑒𝑑𝐹𝑟𝑎𝑚𝑒

𝑇𝑜𝑡𝑎𝑙𝐹𝑟𝑎𝑚𝑒

                   (18) 

 Where 𝑇𝑟𝑎𝑐𝑘𝑒𝑑𝐹𝑟𝑎𝑚𝑒  is the total tracked frame and 

𝑇𝑜𝑡𝑎𝑙𝐹𝑟𝑎𝑚𝑒  is the total amount of frames for the specific 

video sequence. 

 
Fig. 5 Success rate (%) 

 

       The success rate is demonstrated as the successful 

object tracking process. The tracking process has been 

completed well through the tracking boxes that couldn't 

improve the target scale value. The colour sub-template 

with the combined feature can be connected with others to 

position the target values. The experimental results show 

that the single feature couldn't track the target enough, and 

some methods don't complete the target according to the 

occlusion or some object interferences. The proposed 

technique is very accurate for object tracking in the entire 

procedure. The result has been demonstrated in Fig. 5, as 

the proposed technique has an improved success rate 

compared with the related methods. 
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Fig. 6 Speed comparison 

 

Fig. 6 demonstrates the object tracking of frames per 

second through the experiments that the proposed 

technique has a high amount of speed that the time-

consuming process of the features and the sub-templates 

selections. Hence, minimizing the computation of positive 

and negative values and summarizing the finding area for 

enhancing the object tracking speed. Additionally, the 

speed of the object tracking is related to the multiple 

features and the feature vector dimensions. 

The proposed technique includes multi-features for 

implementing the object tracking, like the edges and 

gradients included for generating the accuracy. The global 

feature-based histogram is utilized to get the colour 

information that the RGB feature has a feature vector with 

512 dimensions. The sub-template is another feature in the 

global frame that the feature operator uses to get the 

object-related data's shape. The proposed technique has 

extensively identified the features within the texture and 

the colour. 

5. Conclusion 
The proposed Multi Adaptive Feature Extraction 

technique can solve the common issues of feature 

extraction in computer vision. The robustness of the 

proposed technique is achieved through finding the 

capable feature as it improves the inference speed for 

accuracy in edge applications. The performance of the 

proposed technique is evaluated through the VTB dataset, 

which has video sequences. The results prove that the 

proposed technique has obtained a maximum success rate, 

eliminates location errors, and outperforms the relevant 

techniques. Future work should be evaluated and 

decreasing the computational complexity and better 

accuracy. 
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