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Abstract - Localizing a radiating source is a rapidly growing research area with diverse applications in fields ranging 

from defence and industrial automation to agriculture. Apart from being used in areas not accessible to G.P.S., this system 

can be deployed to attend to distress signals. This paper proposes an iterative hyperbolic localization solution, and error 

analysis is carried out. The error scatters plot comparing errors in estimated x, y, and z locations are generated to conduct 

an error analysis of the chosen algorithm. Source locations are simulated near and far from a chosen square sensor 

geometry, and a novel characterization of the algorithm is proposed using statistical accuracy measures like Circular 

Error Probability (C.E.P.), 2DRMS, and Spherical Error Probable (S.E.P.). The figure of merit used here is the ratio of 

C.E.P. to the source distance, and from the result analysis, it can be inferred that the proposed algorithm performs well 

irrespective of the source distance. 

Keywords - Hyperbolic, T.D.O.A., Localization, C.E.P., G.D.O.P.                                                                                          

1. Introduction  
Advances in electronic warfare have become the prime 

focus for many governments, and funds amounting to 

billions are being spent on research that aids the 

development of the latest technologies in the defense sector 

and applied fields [1]. Radio source localization can be 

especially useful in responding to remote areas' distress 

signals. Multilateration or Hyperbolic localization using 

Time Difference of Arrival (T.D.O.A.) is a nonlinear 

technique. There is always scope for improvement in 

algorithms that try to provide the closest approximation to 

the true source location.  

 

This paper aims to characterize the proposed 

algorithm's performance using Circular Error Probability 

(C.E.P.) analysis for localization of near and far-field 

unknown radiating sources. The content of this paper is 

presented in 7 sections. The choice of measurement 

technique is discussed in Section 2. The hyperbolic 

multilateration and problem formulation are introduced in 

the third section. The fourth section details the steps in 

computing localization solutions using the proposed 

algorithm. Section 5 presents the working methodology 

and steps in algorithm evaluation and introduces C.E.P. 

Section 6 carries out result analysis. Finally, in section 7, 

the conclusions relevant to the following discussion are 

presented. 

 

2. Choice of Measurement Technique 

Accurate position determination of an unknown 

radiating source (viz. radar, aircraft) using a source 

localization system is crucial to determining a country's 

capabilities in electronic warfare. Several factors must be 

considered for developing a localization system over any 

geographic location. They are as follows: (i) operating 

medium (homogeneous and non-homogeneous), (ii) 

measurement technique, (iii) environmental effects on the 

measurements (water salinity, density, multipath, etc.), (iv) 

source to sensor/receiver geometry, (v) localization 

algorithm, etc.  

 

A predominant factor that affects the performance of a 

localization system is the choice of the measurement 

technique. Improper selection of measurement techniques 

results in bad estimates of the true position. The various 

measurement techniques used in positioning, i.e., Time of 

Arrival (TOA), T.D.O.A., Received Signal Strength (RSS), 

and Direction of Arrival (D.O.A.), provide positional 

information by measuring the arrival time, distance, power, 

and direction of the received signal.  

 

The TOA, T.D.O.A., and RSS techniques offer 

definite and precise position estimates when operating in a 

homogeneous medium (e.g., air) under explicit system 

conditions. The D.O.A. technique uses measurements 

independent of the signal's time and strength, making it 

suitable for source localization in a non-homogeneous 

medium. The TOA and T.D.O.A. measurement techniques 

make use of the travel or/and arrival time of the signal in 

determining the unknown position. T.D.O.A. techniques 

are especially suited when the source is localized 

unknown. An attempt is made to compare the performance 

of TOA and T.D.O.A. measurement techniques. For this 

purpose, real-time data is used to implement TOA and 
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T.D.O.A. techniques for the Global Positioning of an 

unknown object. The data is obtained from a Dual 

Frequency G.P.S. receiver located at Andhra University, 

Visakhapatnam, throughout 23hrs 56 mins. To solve the 

system of nonlinear range difference equations for 

T.D.O.A. and range equations for TOA, the Least Squares 

estimator is used. Source localization of an unknown 

radiating source, U obtained with TOA measurements, is 

illustrated in Figure 1.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1 Source localization using TOA measurements  

a) Infinite possible solutions b) two possible solutions  

c) ambiguity resolved in source position. 
 

It is evident from Figure 1a that with one TOA 

measurement (TOA1U), the location of the source 'U' can 

be anywhere on the circle. Combined with another TOA 

measurement (TOA2U), it leads to an ambiguity in the 

source location, as shown in Figure 1b. Upon considering 

TOA3U, this ambiguity is resolved as depicted in Figure 1c. 

Hence, a minimum of three TOA measurements are 

required for source localization with receivers placed in a 

coplanar configuration, as shown in Figure 1c. The same 

would need four TOA measurements for a non-coplanar 

receiver arrangement (i.e., Spherical form instead of 

circles) [2].  

 

However, though the Time of Arrival technique has 

gained traction in recent years, so far, its usage has been 

limited to G.P.S. only due to the following constraints:  

• The receiver and source clocks must be precisely 

time-synchronized.  

• The source transmitted signal needs to be time 

stamped with signal initiation time which is used 

for TOA computation at the receiver.  

• TOA measurements are not available from an 

unknown source 

 

For TOA measurements, the variation in receiver 

position error with time is shown in Figure 2. For TOA 

measurements, the mean errors in receiver X, Y, and Z 

position coordinates are 54.2m, 147.7m, and 47.4m, 

respectively [3]. 

 

For T.D.O.A. measurements, the variation in receiver 

position error with time is shown in Figure 3. The mean 

errors in receiver X, Y, and Z position coordinates are 

51.7m, 104.2m, and 35.3m, respectively [3]. 

Fig. 2 Error in G.P.S. receiver position estimate using TOA 

measurements 

Fig. 3 Error in G.P.S. receiver position estimate using T.D.O.A. 

measurements 

From the above results, it can be suggested that the 

T.D.O.A. performs better when compared to TOA. The 

TOA and T.D.O.A. measurement techniques are well 

suited for G.P.S. and source localization applications and 

are often used for long and medium-range positioning 

applications. While D.O.A. is an optimal measurement 

technique for non-homogeneous source localization 

applications (e.g., underwater localization and capsule 

endoscopy), the RSS technique is used for homogeneous 

and short-range source localization applications in 

multipath environments. 

 

3. Hyperbolic Localization and Problem 

Formulation 
A typical source localization system is shown in 

Figure 4.  
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Fig. 4 A typical source localization system 

 

Sensors collect the emitted signal from an unknown 

radiating source, and signal characteristics like arrival 

time, received power, the direction of reception, and speed 

of the signal are used as measurements. The collected 

measurements are then used in calculating the source 

position. The sensors (S1, S2, S3, and S4) collect the emitted 

radio signals from the unknown radio source/Unmanned 

Ariel Vehicle (UAV). The choice of measurement 

technique depends on the geographic and environmental 

conditions in which the system is placed for operation. The 

collected measurements are then processed to compute the 

position by employing any one of the methods, i.e., 

triangulation, trilateration, or multilateration. The source 

position is computed concerning a particular receiver or 

processing system (i.e., system coordinate origin).  

 

In source localization using T.D.O.A. measurements, 

the sensor which receives the signal first is considered the 

reference sensor, and T.D.O.A. measurement to other 

sensors is computed from it. A hyperbola represents the 

T.D.O.A. measurement between a pair of sensors. As 

shown in Figure 5, a hyperbola is a locus of points on the 

plane whose difference in distance to any two fixed points 

(Foci) on the plane is a constant. 

 
 

Fig. 5 Hyperbola formation with TDOA/RDOA measurements 

This method of source localization using hyperbolas is 

known as multilateration [4]. T.D.O.A. is considered a 

superior technique as it overcomes the limitations of the 

TOA technique. The measurements in T.D.O.A. depend on 

differences in arrival time of the signal (i.e., independent of 

source clock) and not on the travel time of the signal; this 

feature of T.D.O.A. eliminates the necessity of time 

stamping of the transmitted signal by the source and 

thereby allows this technique to be suitable for localization 

of radiating sources [5]. Thus, the clock synchronization 

problem in the TOA technique has also been addressed by 

T.D.O.A.; therefore, there is no requirement for the source 

clock to be time-synchronized with the sensor clock. 

Hence, when clocks at all the sensors are synchronized, the 

precision in the T.D.O.A. system is maintained. With the 

overwhelming advantages of the T.D.O.A. technique, such 

as signal initiation-time independent measurements, 

reduced measurement error, and system cost, this 

technique is widely used for enemy aircraft and source 

localization on battlefields and in ESM systems, 

emergency call localization on highways, etc. 

 

The T.D.O.A. measurement of the unknown source 

signal forms the basis for hyperbolic localization [6,7]. Let 

the number of sensors required for localization be M. In 

this work, M = 5. The Range of Arrival (ROA), denoted by 

Ri is the distance between the unknown radiating source, 

U⃗⃗ (xu, yu, zu) to the ith sensor and can be formulated as 

 

Ri = √(xi − xu)
2 + (yi − yu)

2 + (zi − zu)
2          (1) 

 

where (xi, yi, zi) represent the ith sensor coordinates and 

i = 1,2,3,4,5.  

 

However, true range information is not available for a 

source localization system since the time of transmission of 

the signal from the source is unknown. Only the time of 

receipt of the signal at a sensor is observed, and the 

difference in the time of receipt of the signal at two sensors 

gives the T.D.O.A. value. The Range Difference of Arrival 

(R.D.O.A.) information can be computed from the 

T.D.O.A. by multiplying it with the velocity of the signal. 

RDOAref, i, which is the observed range difference of 

arrival of the unknown source, U⃗⃗  between the ith sensor and 

'ref,' the reference sensor can be expressed in terms of the 

ROA in Equation 1 as 

 

 R.D. O. A.ref,i = Rref − Ri             (2) 

 

where Rref is the range between the reference sensor 
(xref, yref, zref) And the unknown source. 

Therefore, R. D. O. A.ref,i is a function of U⃗⃗  and can be 

rewritten as 

R.D. O. A.ref,i

= √(xref − xu)
2 + (yref − yu)

2 + (zref − zu)
2 

−√(xi − xu)
2 + (yi − yu)

2 + (zi − zu)
2      (3) 

where i ≠ ref.            

Equation 2 can be linearized using Taylor's series 

expansion and approximated to 1st order resulting in 
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δRDOAref,i ≅ J × δU⃗⃗                     (4) 

 

where δRDOAref,i is the difference between observed 

and estimated range differences that need to be minimized, 

i.e., optimized, and J is the Jacobian matrix given by  

 

  J =  
∂R.D.O.A.ref,i

∂U⃗⃗ 
              (5) 

 

If the number of equations and number of unknowns is 

equal, the unknown variable, δU⃗⃗  can be evaluated using 

 

δU⃗⃗ ≅ J−1 × δRDOAref,i                  (6) 

 

For the over-determined case, δU⃗⃗  can be evaluated using 

the update equation of the Gauss-Newton method [5], 

which is    

 

δU⃗⃗ = (JTJ)−1JTδRDOAref,i           (7)  

 

4. Proposed Iterative Algorithm 

The equations that pertain to the collected T.D.O.A. 

measurements need to be processed for position 

information. Various algorithms are available for this 

purpose, like Least Squares, Weighted Least Squares, 

Gradient Descent, etc. Gauss Newton or Least Squares 

(L.S.) estimator solves an over-determined system of linear 

equations obtained from the T.D.O.A. measurement 

technique in such a way that the resultant solution 

(position) minimizes the sum of squares of the errors 

obtained from individual equations. The proposed 

optimization approach combines the ideas of the Gradient 

Descent [8] and Gauss-Newton algorithms.  

 

Gradient Descent is an iterative approach in which a 

direction, pK, is chosen. The algorithm then searches this 

direction for a lower function value if minimization is the 

intended result. In this method, the new iteration U⃗⃗ K+1 is 

defined by the direction pK, a function of the objective 

equation, and by a positive scalar quantity K  called the 

step length.  

 

U⃗⃗ K+1 = U⃗⃗ K + αKpK           (8)  

 

The Gauss-Newton method involves inverse 

computation of the approximated Hessian matrix, Hess =

JTJ [6, 9]. However, for complex optimization, the matrix, 

JTJ may not be invertible [10]. So that it is invertible, the 

proposed algorithm introduces an updated Hessian matrix.  

 

Hess = JTJ + μI                          (9) 

 

µ, referred to as the combination coefficient, is always 

positive, and 'I' is an identity matrix of size (M-1×M-1). 

With this approximation in Equation 9, matrix 'Hess' is 

always invertible. The update value or error in 

measurement of the proposed algorithm is given by 

 

    δU⃗⃗ = (JTJ + μI)−1JTδRDOAref,i          (10) 

 

The update value in Equation 10 switches between 

Equation 7 and 8 during the sensor position estimation. 

When the combination coefficient denoted by µ is very 

small (close to zero), Equation 10 approaches Equation 7, 

and the least-squares method is used. When µ is very large, 

Equation 10 approaches the updated value in Equation 8, 

and the gradient descent method is used (with 𝛼𝐾 ≅ 1
𝜇⁄ ).  

 

5. Working Methodology 

The entire coding process has been done in 

M.A.T.L.A.B. The proposed algorithm is evaluated for a 

radiating source in the near and far fields of the sensor 

configuration. Sensor geometry is one of the major factors 

that affect the accuracy of a localization system, 

independent of any measurement errors. This effect of 

source-sensor geometry on localization accuracy is called 

G.D.O.P. and can be expressed utilizing the G.D.O.P. 

coefficient. In addition, statistical accuracy measures like 

Circular Error Probable (C.E.P.) can be used to 

characterize the effect of geometrical considerations on 

localization. Sensors can be arranged in any number of 

geometries for localization. An object is said to be in the 

near field of any sensor geometry if its distance from the 

reference origin is less than or of the order of the 

maximum distance between the reference sensor and other 

sensors. Also, a source is said to be in the far-field of any 

sensor geometry if its distance from the reference origin 

exceeds four times the maximum distance between the 

reference sensor and other sensors [11]. Accordingly, all 

the sensor and source locations have been chosen [12, 13]. 

The sensors are in square geometry, with the reference 

sensor positioned at the center of the arrangement, as 

shown in Figure 6. 
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Fig. 6 Sensors arranged in Square configuration 

 

5.1. Generation of C.E.P. profile 

To opt for the best sensor geometry from among a set 

of choices, C.E.P. is the statistical accuracy measure used 

for evaluation. The value of C.E.P. varies with the 

geometry of the sensor position(s) and the unknown 

source, the variances for the measured parameters, and the 

number of measurements. Some sensor geometries were 

considered for evaluation, and C.E.P. profiles were 

generated for each geometrical configuration. The C.E.P. 

profile for the sensors located in square geometry, which 

has been identified as the best possible arrangement of 

sensors, is shown in Figure  7.  

 

Fig. 7 C.E.P. profile for Square geometry 

 

• The chosen sensor geometry is considered for 

evaluation.  

• The unknown source x and y-positions are varied from 

0 to 100 km in steps of 20 km each, thus creating a total 

survey area of 10000 sq. kms. The height of the source 

is, however, fixed at 7kms. Thus, a total of 36 source 

locations (with (X, Y) = (0, 0), (0, 20 km)…. (100 km, 

100kms)) are evaluated for each sensor geometry. 
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• For each of the 36 source locations, the range 

difference of arrival (R.D.O.A.) values are calculated. 

Four T.D.O.A. (or R.D.O.A.) values are used to 

estimate source position since 5 sensors are assumed to 

be available. 

• Random Gaussian noise varying from 0 to 6ns is added 

to all the four T.D.O.A. values (1ns error in T.D.O.A. 

corresponds to an error of 0.3m in R.D.O.A.). 

• To ensure that the entire error range, i.e., 0 to 6ns, is 

covered, 1000 different error combinations of the four 

T.D.O.A. values are considered. Hence, 1000 sets of 

the four T.D.O.A.s are generated. 

• The unknown source position is estimated using the 

proposed iterative algorithm for each combination of 

the set of T.D.O.A.s. Thus, 1000 estimations are 

generated for each of the 36 locations. 

• The variances of the measured parameters (X and Y 

positions of all 1000 estimations) are obtained for each 

location.  

• The C.E.P. value for each location is calculated.  

 

Once the C.E.P. value is calculated for all 36 source 

locations, the C.E.P. profile is generated for the chosen 

sensor geometry. This process is repeated for all the seven 

sensor geometries. C.E.P. values are low when the source 

location is closest to the sensor geometry. The maximum 

C.E.P. for the Square geometry is obtained at the source 

location (100km, 100km) and is equal to 95m. 

 

5.2. Determination of the G.D.O.P. profile 

Similarly, the G.D.O.P. profile for the chosen sensor 

configuration can also be calculated. The T.D.O.A. 

measurement equation can be linearized and approximated 

using 1st order Taylor's series [4]. The resultant linearized 

equation is given by Equation 11. 

 

DOARUJ


=           (11) 

 

Localization accuracy is defined as the degree of 

closeness of the true position to the estimated position [14] 

or as the error in the estimated position [15]. It depends 

primarily on measurement error and sensor geometry. This 

relationship can be described by  

 

Estimated source location Accuracy = Sensor to source 

geometryUERE          (12) 

 

where U.E.R.E. denotes User Estimated Range Error 

or Root Mean Square Error in range (R.M.S.E.).  

 

For T.D.O.A. systems, the U.E.R.E. term in Equation 

12 is the vector, δRDOA,  which denotes error in range 

(R.D.O.A.) measurements. The measurement and position 

errors are generally considered random variables with zero 

mean and variance equal to unity (i.e., standard normal 

distribution). Hence, their R.M.S.E. is calculated from 

error covariance matrices, and Equation 12 is modified as 

given in Equation 13.     

 

𝐿𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝐺𝑒𝑜𝑚𝑒𝑡𝑟𝑦 × 𝑡𝑟𝑎𝑐𝑒{𝐸 [(𝛿𝑅𝐷𝑂𝐴𝑖 −

𝐸(𝛿𝑅𝐷𝑂𝐴𝑖))(𝛿𝑅𝐷𝑂𝐴𝑖 − 𝐸(𝛿𝑅𝐷𝑂𝐴𝑖))
𝑇
]}            (13) 

 

It is evident from Equation 12 that even though the 

measurements are not uncertain (i.e., UERE=Identity 

Matrix), position accuracy is affected by geometry. 

G.D.O.P. is defined as the coefficient that explains the 

effect of source sensor geometry on the relationship 

between R.M.S.E. in measurements, δRDOA to R.M.S.E. 

in position estimate, δU. It is implied that the computation 

of G.D.O.P. determines the effect of the sensor geometry 

on position accuracy, δU. The term COVδU in Equation 14 

represents the position error covariance matrix. 

 

( )( ) ( )( ) 




 −− TδUEδUδUEδU=EδUCOV

                   (14) 

 

Here, E is the mean operator or expectation, and on the 

assumption that the mean of the position error is zero, 

Equation 13 can be written as  

 

( ) ( ) 




 =

TUUEUCOV
                            (15) 

 

On substituting Equation 14 in 15, the Covariance matrix 

is given by  

 




















 −







 −

T
DOARTJ1J)T(JDOARTJ1J)T(J=EδUCOV


     




















 −−

T
TJ1J)T(JTDOARDOARTJ1J)T(J=EδUCOV



 (16) 

 

As the elements present in matrix B are measured 

values, the expectation operator is applied only to the 

measurement error matrix, and Equation 16 is represented 

as 







 






 −− TDOARDOARE

T
TJ1J)T(JTJ1J)T=(JδUCOV



 (17) 

Here, the measurement error covariance matrix, 

𝐶𝑂𝑉δRDOA is represented by𝐸 (δRDOA. δRDOAT
) With an 

assumption that the measurement error mean is zero. It is 

obvious from Equation 11 that the Jacobian, J is the only 

matrix that contains the information of source sensor 

geometry and therefore is also referred to as the geometry 

matrix. For further simplification, Equation 17 can be 

rewritten as  







 






=








=

TDOARDOARE1-J)T(J
DOAR

COV1-J)T(JUCOV




    
=IJTJ1J)T(J 





−

   (18) 

 

For the considered source localization system, the size 

of matrix J in Equation 11 is 4x3, and the resultant matrix 

in Equation 18 (J.T.J.)-1 is a 3x3 square matrix. The 

G.D.O.P. coefficient is defined by the trace of this matrix, 

with the diagonal elements providing the estimated 

position error variances [16,17]. 
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The Coefficient of G.D.O.P. can be calculated as [18] 

Z+VarY+VarXVar=1J)T(Jtrace=GDOP 





 −

 


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
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ZVarZYCovZXCov
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XZCovXYCovXVar

1J)T(JWhere
 

 

Figure 8 depicts the G.D.O.P. profile for the Square 

geometry. The value of G.D.O.P. for each source is 

indicated at the corresponding source location. It can be 

observed that the G.D.O.P. increases with an increase in 

the distance of the source from the sensor geometry. The 

maximum G.D.O.P. is obtained at the source location (0, 

100 km) and is equal to 719. 

Fig. 8 G.D.O.P. profile for Square geometry 

 

Figure 9 sketches the G.D.O.P. contour plot corresponding to Figure 8. The contour plot helps identify how the 

geometry affects source locations distributed over the survey area. The D.O.P. values increase with an increase in the 

distance of the source from the geometry. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9 G.D.O.P. contour plot for Square geometry 
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5.3. Computation of Localization solution 

The maximum distance between sensors is about 19 

km. For the far-field case, the source is positioned at a 

distance of 100 km from the reference origin and a height 

of 7 km. For the near field case, the source is positioned at 

a distance greater than 19 km from the reference origin and 

at the height of 2 km. The assumed true location of the far 

source is (x, y, z) = (60 km, 80 km, 7 km). Assumed true 

location of near-source (x, y, z) = (18 km, 7 km, 2 km). 

The following process is carried out in computing 

localization solutions using the proposed iterative method. 

 

1) Collect the range difference measurements 

RDOA1,2, RDOA1,3, RDOA1,4and RDOA1,5 from 5 

sensors with sensor 1 as reference. 

2) Initialize the source position vector,   𝑈𝑘
⃗⃗ ⃗⃗  =

[xuK, yuK, zuK]𝑇  and combination coefficient, µ.    

3) Compute the range difference measurements 

R.D. O. A.1,2k , R. D. O. A.1,3k , R. D. O. A.1,4k and R. D. O. A.1,5k

using the source position guess in step 2. 

4) Calculate the error in the measurement vector from 

steps 1 and 3. δR⃗⃗ DOA =
[δRDOA1 δRDOA1 δRDOA1 δRDOA1]

T 

5) Compute, E0 = (δR⃗⃗ D. O. A.T  δR⃗⃗ D. O. A. ) from step 4. 

6) Calculate the Jacobian matrix, JM-1×3, and the Hessian 

matrix, Hess = JTJ 
7) Determine the updated value or change in position

 δU⃗⃗ = [δxu δyu δzu]
T with (10).  

8) Update the source position vector in Step 2 with the 

change in position vector obtained in Step 7. 

(i.e.U⃗⃗ K+1 = U⃗⃗ K + δU⃗⃗ )   
9) Repeat step 3 with the updated position in step 8. 

10)  Calculate the error in measurement vector δR⃗⃗ D. O. A. 
from steps 1 and 9. 

11) Compute E1 = (δR⃗⃗ D. O. A.T  δR⃗⃗ D. O. A. )  from step 

10. 

12) Compare E0 and E1. If E0 > E1, update the 

combination coefficient using μ = μ/10  in (10), 

assign U⃗⃗ K = U⃗⃗ K+1, E0 = E1 and repeat steps 6 to 12. 

Else update the combination coefficient using μ =
μ × 10 in (10) and repeat steps 7 to 12.  

13) Repeat Steps from 6 to 12 for a fixed number of 

iterations or until a threshold criterion is satisfied. 

U⃗⃗ K+1 = [xuK+1, yuK+1, zuK+1]
𝑇  is the final source position 

estimate. 

 

5.4. Evaluation of the proposed algorithm 

The steps for evaluating the proposed algorithm are as 

follows:  

• The algorithm must be evaluated for the unknown 

source location in either the near or far-field of the 

chosen square geometry of sensors. Hence, one of the 

two cases is considered. 

• The true range difference of arrival (R.D.O.A.) values 

for the chosen source location are calculated. Four 

T.D.O.A. (or R.D.O.A.) values are used to estimate 

source location since 5 sensors are available. 

• Random noise between 0 and 6ns is added to all the 

four T.D.O.A. values. To ensure that the entire error 

range, i.e., 0 to 6ns, is covered, 1000 different error 

combinations are generated. Each combination consists 

of four random values between 0 and 6 ns. They are 

added to the four true T.D.O.A. values to approximate 

real-time data. Hence, 1000 Monte Carlo sets of the 

four observed T.D.O.A.s are generated. 

• The unknown source location is estimated using the 

proposed algorithm for each combination of the set of 

T.D.O.A.s, generating a total of 1000 estimations. 

• The mean and variance of the estimated parameters (x, 

y, and z coordinates of all 1000 estimations) are 

obtained.  
 

The error scatters plot comparing errors in estimated x, 

y, and z locations are generated to conduct an error 

analysis of the chosen algorithm. Statistical accuracy 

measures like C.E.P. and Twice Distance Root Mean 

Square (2DRMS) give an idea of the position accuracy of 

the algorithm used. 2DRMS is twice the R.M.S. of the 

horizontal errors. C.E.P. is defined as the circle's radius 

centered on the source within which the impact probability 

is 0.5 [19]. The estimated parameters are the unknown 

source location coordinates, i.e., x and y. There are several 

methods to estimate CEP [20,21,22,23]. The approximated 

expression used for C.E.P. [24] is 
 

𝐶𝐸𝑃 = 0.614𝜎𝑋 + 0.563𝜎𝑌 
 

Here 𝜎𝑋  and 𝜎𝑌  are the standard deviations of the 

estimated x and y distances from the mean of the estimates, 

respectively. Similar to the 2D accuracy measures, many 

representations of 3D accuracy have various probabilities. 

3D accuracy measures are conceptually similar to those in 

2D expanded by one more dimension, i.e., the vertical 

accuracy. Spherical Error Probable (S.E.P.) corresponds to 

C.E.P. in 2D, while Mean Radial Spherical Error 

(M.R.S.E.) corresponds to DRMS in 2D. The 99% 

spherical accuracy standard is the sphere's radius centered 

at the true position, containing the estimated position in 3D 

with a probability of 99%. 
 

6. Results and Analysis 

Figure 10 shows errors in X, Y, and Z location 

coordinates estimated using the proposed algorithm for far 

source. A small sample of estimated source positions and 

errors in estimations for five different error combinations is 

tabulated in Table 1 from among 1000 error combinations. 

The following observations can be made. The mean error 

in X, Y, and Z due to the Gauss-Newton and the proposed 

iterative algorithms for far source are µX =61.6m, µY 

=81.98m, µZ =83.40m, and µX =61.3m, µY =81.86m, µZ = 

85.07m respectively. The corresponding uncertainties 

observed are σX=45.32m, σY =60.43m, σZ =30.23m and 

σX=44.83m, σY =59.76m, σZ =30.29m respectively. The 

proposed algorithm performs better when compared to the 

Gauss-Newton algorithm though the difference in 

performance is not considerable. However, the latter 

algorithm faces the problem of dependence on an initial 

guess, which is not the case with the proposed algorithm. 
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The Gradient Descent algorithm is out of contention since 

it consumes a large number of iterations and hence a lot of 

time. 

Figure 11 illustrates the location error scatter plot of 

the proposed algorithm with C.E.P. and 2DRMS circles 

indicated. The corresponding C.E.P. and 2DRMS are 

61.2m and 149.4m, respectively, for the proposed iterative 

algorithm. The ratio of C.E.P. to the distance of the far 

source from the reference origin is 0.0006. Figure 12 

shows estimates for the near-source. A small sample of 

these estimations is presented in Table 2. The mean error 

in X, Y, and Z due to the Gauss-Newton and the proposed 

iterative algorithms for near-source are µX =4.43m, µY 

=2.17m, µZ =9.39m, and µX =4.40m, µY=2.14m, µZ = 

9.20m respectively. The corresponding uncertainties 

observed are σX =3.33m, σY =1.57m, σZ =5.58m and σX 

=3.27m, σY =1.55m, σZ =5.56m respectively. The 

corresponding C.E.P. and 2DRMS are 2.9m and 7.25m, 

respectively, as shown in Figure 13. The ratio of C.E.P. to 

the distance of the near-source from the reference origin is 

approximately 0.00015.  

 

 
 

 

 

 

 

 

 

Fig. 10 Error in X, Y, and Z for far source estimations 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11 Horizontal location error scatter plot for far source 
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Fig. 12 Error in X, Y, and Z for near-source estimations 

 

 A comparison of the various 2D and 3D accuracy measures calculated for the proposed iterative algorithm is presented 

in Table 3 for both the near and far source cases. The results presented in Table 3 indicate uniformity among the different 

accuracy measures for both near and far source cases. The difference between C.E.P. and S.E.P. is also marginal for the 

chosen altitude values of the source. Also, to compare the performance of the proposed algorithm with the Gauss-Newton 

method, it is pertinent that the accuracy measures of the latter should also be analysed. The values of C.E.P. and 2DRMS 

for the Gauss-Newton algorithm for far source are 61.94m and 151.08m, respectively. The corresponding values of C.E.P. 

and 2DRMS for the near-source are 2.94m and 7.37m, respectively. An immediate comparison with the values obtained for 

the proposed algorithm verifies the improvement obtained. 
 

Table 1. Error in source position due to proposed algorithm for far source 

SNo T.D.O.

A. 1 

Error 

(ns) 

T.D.O.

A. 2 

Error 

(ns) 

T.D.O.

A. 3 

Error 

(ns) 

T.D.O.

A. 4 

Error 

(ns) 

Estimated Source position in 

meters 

Error in estimation in 

meters 

X pos Y pos Z pos X pos Y pos 
Z pos 

1 4.56 1.75 1.66 0.04 60115.9 80146.7 7041.2 115.9 146.79 41.20 

2 2.25 2.62 1.83 1.75 60026.3 80034.8 7059.0 26.38 34.80 59.02 

3 1.46 5.62 5.16 2.38 60030.1 80051.2 7086.1 30.12 51.23 86.11 

4 2.88 3.39 2.94 1.62 60056.4 80076.0 7066.6 56.40 76.08 66.67 

5 5.94 1.10 5.17 0.20 60220.4 80291.3 7045.0 220.4 291.39 45.06 

Mean (in m) 60039 80053 7085.1 61.30 81.86 85.07 

Standard deviation (σ) (in m) 64.99 86.12 30.29 44.83 59.76 30.29 

Variance (σ2) (in Sq.m) 4224.9 7417.6 917.73 2010 3571.5 917.7 
 

Table 2. Error in source position due to proposed algorithm for far source 

SNo T.D.O.

A. 1 

Error 

(ns) 

T.D.O.

A. 2 

Error 

(ns) 

T.D.O.

A. 3 

Error 

(ns) 

T.D.O.

A. 4 

Error 

(ns) 

Estimated Source position in 

meters 

Error in estimation in 

meters 

X pos Y pos 
Z pos X pos Y pos Z pos 

1 0.35 0.72 0.78 4.82 17994.7 6997.5 2003.5 5.26 2.47 3.49 

2 0.96 3.15 4.25 5.94 17995.7 6998.7 2013.8 4.28 1.32 13.81 

3 3.66 1.75 3.31 3.24 18004.2 7001.4 2011.0 4.21 1.44 10.99 

4 5.40 0.43 5.90 5.43 18011.0 7004.7 2020.6 10.97 4.67 20.58 

5 3.50 2.35 3.35 5.92 17999.7 6999.3 2011.5 0.29 0.66 11.54 

Mean (in m) 18001 6999.9 2009.2 4.40 2.14 9.20 

Standard deviation (σ) (in m) 5.46 2.64 5.63 3.27 1.55 5.56 

Variance (σ2) (in Sq.m) 29.86 6.99 31.70 10.73 2.41 31.01 
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Fig. 13 Horizontal location error scatter plot for near-source 

 

Table 3. Comparison of Accuracy Measures for the proposed 

algorithm 

 

7. Conclusion 

In this paper, the proposed iterative algorithm was 

characterized using C.E.P. and other statistical accuracy 

measures providing useful knowledge of the change in 

expected localization error with distance. An initial 

observation suggests that the algorithm's performance 

worsens with the increase in the distance of the source. The 

C.E.P. and 2DRMS values for the near-source are 2.9m 

and 7.25m, while those for the far source are 61.2m and 

149.4m, respectively. However, comparing the ratios of 

C.E.P. to the source distance for both the near (0.00015) 

and far (0.0006) cases indicates that the performance 

doesn't deteriorate much for the chosen sensor geometry. 

The marginal difference in error between 2D and 3D 

accuracy measures can be attributed to the algorithm's 

superior performance in resolving the altitudinal 

information of the unknown source.  
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