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Abstract - Adverse Drug Reaction (ADR) prediction is an essential research topic in the field of pharmacovigilance. It seeks 

the attention of many researchers nowadays. Reporting of ADR in social media is increasing as patients can directly share 

their opinions through various online forums, blogs, Twitter, etc. Several deep neural network models have been introduced 

to detect the presence of ADR in the data collected from social media and sometimes attain a promising outcome while 

sometimes not up to the mark. Recently knowledge graph embedding was introduced in the prediction of ADR with the most 

familiar Word2Vec approach in Natural Language Processing (NLP). However, Word2Vec suffers from converting large 

textual data and the context of data as this approach uses two common methods: Continuous Bag of Words and Skip-gram. 

This article proposes a new Transformer-Based Knowledge Graph to overwhelm the difficulties of a large corpus and the 

manifoldness of the words. This proposed model deals with building a knowledge graph from the token found in transformer 

models and passes it to the binary classifier to predict the presence or absence of ADR in a drug with an accuracy of 91%.  

Keywords - Adverse Drug Reaction (ADR), Transformer, Knowledge Graph, Word2Vec, Natural Language Processing (NLP).  

1. Introduction  
Adverse Drug Reactions (ADRs) are undesired outcome 

during the use of medicines that causes severe health 

problems and even cause death [11]. The clinical reviews of 

ADRs lead to a major burden in modern drug discovery [3]. 

Approximately 10% of European patients experienced the 

effects of ADRs [7]. Drugs are tested on animals and a group 

of people to identify ADRs before it is being marketed. But 

sometimes, it isn't easy to find the ADRs at an early stage of 

drug discovery [33]. Many researchers have applied different 

machine learning and deep learning methods to detect ADRs 

caused by a drug or a combination of drugs. These techniques 

also reduce the cost of drug development [21]. Advanced 

natural language processing tools, machine learning, and 

deep learning techniques make it possible to extract ADRs 

from biomedical literature in social media automatically. 

Nowadays, the researcher also pays attention to social media 

automatically extracting ADRs. Drug users share their views 

on several social media platforms like Twitter, Facebook, etc. 

Many researchers have given the importance of social media 

in the field of pharmacovigilence. They use Twitter data and 

many online medical forums as a source of their study [28, 

30]. A review on extracting ADRs from social media has  

 

 

been done by [18]. They have shown several ways of social 

media approaches to identify and extract ADRs. They have 

used computerized methods to show the evaluation process 

in their study. They have evaluated their result based on 

precision (9/13, 69%), recall (9/13,69%), f-measure (6/13, 

46%), accuracy (3/13, 23%), both true and false-positive rates 

(1/13, 8%), log-likelihood ratios (1/13,8%), support (1/13, 

8%), confidence (1/13, 8%), leverage (1/13,8%), and 

Bayesian confidence propagation neural network (BCPNN) 

scores and variance (1/13, 8%). Zhang et al. [39] have 

proposed a novel method that can extract deep linguistic 

features and then combine them with shallow linguistic 

features for ADR detection, as they have reported that 

previous feature-based methods focus on extracting more 

shallow linguistic features that were unable to capture deep 

and subtle information in the context, ultimately failing to 

provide satisfactory accuracy. In today’s world, human 

knowledge integration is one of the new research paradigms 

of Artificial Intelligence. To solve complex problems, the 

ability to represent knowledge inspired by humans gives a 

new horizon in recent research [17, 25, 31]. A knowledge 

graph represents a structured form of facts. The relation 

between a pair of entities represents the properties in a well-
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defined manner in a knowledge graph [15]. A knowledge 

graph embedding model was introduced earlier in the 

prediction of ADRs. Zhang et.al.[37], have proposed a new 

knowledge graph embedding method based on the 

Word2Vec model in Nature Language Processing that 

embeds drugs and ADRs into their respective vectors and 

builds a logistic regression classification model to predict 

whether a given drug will have ADRs. Albadani et.al.[2], 

have introduced a transformer-based graph convolutional 

network to build a deep learning technique to predict the 

sentiment of a text. Due to the rapid growth of social media, 

it is very much needed to process the contextual data and 

mine the perspective of the data [12]. 

 

2. Related Work 
The ADR reporting from a clinical trial has a major 

drawback; many ADRs can not be reported in due time. In 

this regard, social media like Twitter, Facebook, and several 

online forums play an important role in reporting ADRs 

directly by the patient or the drug user. A drug user or patient 

can directly share their opinion on a particular drug or group 

of drugs online, which could help the pharmacovigilance 

organization. So, NLP techniques must be developed to 

deploy machine learning and deep learning techniques. Many 

researchers proposed different NLP techniques and deployed 

several machine learning and deep learning approaches to 

predict ADRs from the review, which the patient shares 

online. A survey has been made on the different machine 

learning and deep learning techniques applied to different 

datasets and has been reported in an article by [4]. The 

researcher has applied knowledge graph embedding on sider 

and drugbank databases [37]. They have constructed KG 

embedding based on Word2Vec, a classical NLP method. 

Harnoune et al. [13] reported bert based knowledge graph for 

clinical data that defines the relationships between the 

biomedical entities. They have achieved high accuracy from 

their proposed framework. Huang [16] et al. have constructed 

predictive models for ADR detection from post-market 

surveillance and patients' posts on social media. They have 

concluded and reported in their research that deep learning 

NLP techniques outperform the traditional machine learning 

techniques in sentiment analysis nowadays after analysing 

various techniques. The bidirectional LSTM techniques were 

applied by Cocos [9] et al. to identify the side effects of drugs 

in their study on a sample Twitter dataset. Several deep-

learning approaches have been applied to biomedical pieces 

of literature to detect ADRs [42]. Lee [41] et al. proposed 

hybrid deep learning techniques consisting of GCNN and 

BiLSTM for the prediction of side effects of drugs. Deep 

learning shows a new direction in healthcare research. CNN 

is applied in the recognition of patterns in the classification 

of data [14, 27]. Recent days knowledge graph shows a wide 

range of new directions in the field of pharmaceutical 

research [1, 36], biomedical research [23, 29, 34], and 

recommender system [35, 38]. Knowledge graph in 

biomedical research is very early [26]. The biomedical 

entities and the relationship between them have been 

extracted by a neural model reported by Li [20] et al. 

Challenges and research opportunities have been reported in 

[8]. Lordon [40] et al. have done a scoping review on social 

media data extraction of ADR. 

 
 

 

 

 

 

 

 

 

 

Fig. 1 The outline of the proposed methodology 

 

3. Proposed Methodology 
This article works on the reviews collected from patients. 

This section describes the outline of the proposed 

methodology, and the flowchart of the proposed 

methodology is shown in Figures 1 and 2. The first step of 

the proposed framework describes data collected from the 

data source; in the next step, some preprocessing is 

performed over the data found, passes through the BERT 

encoder system for tokenization, and finds the entities and 

relationships between a pair of entities. Then it introduces the 

knowledge graph construction. Then, the vectorization 

method was applied to entities and relationships to pass to the 

final step. The final step introduces a binary classifier to 

predict a drug's presence or absence of ADR. The Entire 

process workflow of the proposed methodology is shown in 

Figure 3. 

 

3.1. Data Collection 

This section describes the raw data collected from the 

data source [22]. After Searching several data sources, this 

data set has been chosen for getting the patient’s opinion on 

a drug. As mentioned above, knowledge graph embedding 

was done earlier on the data repository insider and drugbank. 

But no such work has been done till today on the review 

dataset, which directly depends on the patient’s opinion. 

 

3.2 Data Pre-Processing 

Some data pre-processing is needed as the patient 

reviews contain punctuation, mentions, numbers, etc. The 

original dataset received reviews along with ratings ranging 

from 1 to 10. The higher order rating mentioned no presence 

of ADR, and the lower order rating suggested a chance of 

ADR presence. This section introduces a technique by which 

rating 9 and 10 is converted to 0 means no ADR is present, 

and the rest of the ratings are converted to 1, which means the 

presence of ADR, as this article is working only on the 

presence and absence of ADRs in a drug.

  

Knowledge 

Graph 

Review 

Comments 

 

BERT Model 
 

Tokens 

Prediction 

Model 



Arijit Dey et al. / IJETT, 70(10), 402-407, 2022 

 

404 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2 Flowchart of the proposed methodology 

 

3.3. BERT Encoder 

This section describes a well-known and straightforward 

algorithm for feature extraction with text information. Words 

are treated as features in NLP techniques. Word2Vec is used 

widely in feature selection using NLP techniques [24]. 

Word2Vec is one hot encoding representation, and it uses two 

methods CBOW (common bag of words and skip-gram). The 

out-of-vocabulary words can not be handled by the 

Word2Vec method. This article presents a deep learning-

based approach that proposes the BERT (Bidirectional 

Encoder Representations from Transformers) model. Here 

BERT has been used to understand the text language, and 

fine-tuning Bert has been introduced to build NLP for 

identifying entities and their relationships [6, 10]. The 

problem of vanishing gradient for long text processing in 

neural network models is handled with an attention 

mechanism. The neural network model converts the long text 

into a fixed-size vector. At the same time, the attention 

mechanism uses the decoder to retrieve the most significant 

context of the text [5]. 

 

3.4. Knowledge Graph 

A knowledge graph is a process of storing some data that 

results from the information or text-based task. It puts our 

data into context and tracks all the data that links to machine 

learning. A knowledge graph is a kind of semantic network 

with added data. Knowledge graphs and machine learning 

can systematically improve accuracy performance [37]. The 

knowledge graph needs the entities and relationships between 

them. The text document is split into sentences to build a 

knowledge graph and assign context token vectors. A new 

knowledge graph embedding method is used to represent 

drug text reviews. This experiment shows that using a 

knowledge graph is very effective, which may make the 

scope of the gathered information by featuring entities. The 

nodes represent the entities, and the edges represent the 

relationship between a pair of entities. In this article, the triple 

is defined as (drug name, has, side effect) where drug name 

and side effect are two entities and describes the relationship 

between them. 

 
3.5. Prediction Model 

After the knowledge graph construction, predicting 

whether a drug contains ADR is required. The article will 

predict the side effects associated with a drug from the triple 

(drug name, has, side effect). Therefore, this triple defines a 

binary classification problem to identify a drug's presence or 

absence of ADR. This paper uses a support vector classifier 

to classify a drug's presence or absence of ADR. The support 

vector classifier draws two clear margins parallel to a 

hyperplane, which separates two classes in a high-

dimensional space. Here ’1’ represents the presence and ’0’ 

represents the absence of ADR in a drug described in the 

following equation 1:  

 

𝒚 = { 𝟎,   𝒂𝒃𝒔𝒆𝒏𝒄𝒆 𝒐𝒇 𝑨𝑫𝑹 𝒊𝒏 𝒅𝒓𝒖𝒈
𝟏,   𝒑𝒓𝒆𝒔𝒆𝒏𝒄𝒆 𝒐𝒇 𝑨𝑫𝑹 𝒊𝒏 𝒅𝒓𝒖𝒈

                    (𝟏)  

 

4. Result Analysis 
The performance of the proposed model is measured 

through the evaluation criteria accuracy and f1 score. The 

accuracy is measured by equation 2, and to find the f1 score, 

it is required to calculate precision and recall. Equation 3 

computes the precision, and equation 4 computes the recall. 

Finally, f1 is calculated by equation 5. Figure 3 shows the 

ROC curve for the drug classifier. TP, FP, TN, and FN denote 

true positive, false positive, true negative, and false negative, 

respectively. Table 1 shows the final prediction result 

accuracy got using the support vector classifier. 

 

accuracy =
TP +  TN

TP +  FP +  TN +  FN
        (2) 

 

precision =
TP

TP +  FP
                                  (3) 

 

recall =
TP

TP +  FN
                                    (4) 
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Fig. 3 Entire process workflow of proposed methodology (a) Review text tokenized through BERT model, (b) Build knowledge Graph from Entities 

and Relationships, (c) Vectorization process, (d) Binary Classifier for classifying presence and absence of ADR in a drug.  

 

f1 =
2 ×  precision ×  recall

precision +  recall
      (𝟓) 

 

 

Table 1. Accuracy Measurement 

 precision recall f1 – score 

0 0.90 0.91 0.91 

1 0.91 0.91 0.91 

accuracy 0.91 

 
Fig. 4 ROC curve for drug classifier 

 

5. Conclusion 
This research proposes a Transformer-Based Knowledge 

Graph for predicting a drug's presence or absence of ADR. 

The article introduces the problem as a semantic 

representation of a text which extracts the knowledge 

representation of the text in a different context. For example, 

the following text is input text: “the bank is situated in the 

river bank.” Here, the word “bank” presents twice in the 

sentence with two different meanings or contexts. Bag-of 

words technique has the same vector as the word ’bank.’ 

But it does not seek any attention to the context of words, 

while the encoder-based transformer technique can have the 

ability to find the context of words in which it has been used. 

This transformer-based knowledge graph finds the context of 

each word in the sentence and then gathers knowledge to 

identify the entities and relationships between a pair of 

entities. So, the triple of the knowledge graph can easily find 

out and represented as a semantic net. Finally, Vectorization 

is applied to the entities and relationships to go through to the 

binary classifier. This article uses a support vector machine 

to classify a drug's presence and absence of ADR. Searching 

is a very tedious job from a large pool of data. This proposed 

model makes this job easier and helps doctors and patients. 

The proper contextual information regarding the presence or 

absence of ADRs in a drug or a combination of drugs is found 

in this proposed model. The pharmaceutical organization 

should also benefit from this proposed model's 

functionalities. 
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